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1. Introduction

Surface reactions take place under the influence of nuclear
motions associated with intra-adsorbate and adsorbate
substrate vibrational modes. Thus, vibrational excitation and
decay at a surface are of great interest in surface chemistry
and heterogeneous catalysisCentral issues of surface
chemistry include which vibrational mode is most relevant
to a reaction, how vibrational energy is transferred to a
specific bond of an adsorbate to surmount the activation
barrier of the reaction, and how surface phonons are involved
in the reaction. These questions all relate to vibrational
relaxation at surfaces, which is very sensitive to the
adsorbate substrate and inter-adsorbate interactions. There-
fore, for a clear understanding of surface chemistry, it is vital
to accumulate a wide range of information about vibrational
relaxation.

Vibrational relaxation at surfaces has been extensively
studied experimentally and theoretically, and excellent
reviews7 on this subject have been published. Vibrational
relaxation processes include population decay and pure
dephasing of vibrational modes. For chemisorbed adsorbates
interacting strongly with substrates, population decay was
initially considered to be the most efficient process. However,
it has been recognized that pure dephasing also contributes
significantly to vibrational relaxation at surfaces. Hence,
vibrational coherence has attracted considerable attention,
and studies have been done on coherent excitation and
dephasing of vibrational modes at surfaces by ultrafast laser
spectroscopy.

Studies of loss of vibrational coherence on surfaces were
performed even before ultrafast laser sources were intro-
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Recent developments in femtosecond-laser-pulse genera-
tion techniques have further advanced the understanding of
coherent motions of adsorbates and their relaxation dynamics.
Laser pulses with durations sufficiently shorter than the
vibrational period of an adsorbate vibrational mode make it
possible to create coherent nuclear wave packets on ekcited
and ground potential energy surfaéagarious time-resolved
nonlinear spectroscopy methods such as second harmonic
generation (SHG), sum frequency generation (SFG), and two-
photon photoemission (2PPE) have been used to study the
evolution and dephasing of nuclear wave packets at surfaces.

Moreover, the advent of femtosecond-laser technology
provides exciting opportunities to probe chemical reactions
in real time and even to control the reactidh& For
example, tailored light pulses optimized with a genetic
algorithm have been successfully employed to control
chemical reactions in gas and liquid pha¥ealthough we
are still in the very early stages of coherent control in surface
chemistry, attempts have been recently made to control
nuclear motions at surfaces by tailored femtosecond-laser
pulses®'314 The major obstacle for this type of reaction
control is the various incoherent perturbations from the heat
bath that adsorbates interact with, since these incoherent
perturbations cause rapid dephasing. Therefore, to realize
reaction control at surfaces it is vital to know how coherence
is lost by those perturbations and to clarify the most effective
cause of energy and phase relaxation.

In this review, we describe recent progress in excitation
and dephasing of coherent motions at surfaces and interfaces
by irradiation with femtosecond-laser pulses. We concentrate
on studies on time-resolved nonlinear spectroscopy, which
is a major source of information on coherent vibrations at
surfaces. Time-resolved X-ray diffraction is also a very
powerful method, but it has only been applied to coherent
motions in nanostructured materials and bulk crystals.

The review is organized as follows. In the next section
(Section 2) the basics of coherent excitation and dephasing
are presented, to explain the concepts of coherence and
dephasing. We then consider possible mechanisms for
coherent excitation at surfaces in Section 3 and time-resolved
nonlinear spectroscopy to monitor the evolution of coherent
motions in Section 4. In Section 5, we focus on the
vibrational relaxation of CO on metal surfaces, since CO is
a prototype adsorbate and has been most extensively studied.
In Section 6, we describe the applications of femtosecond-
time-resolved SHG to coherent phonons at semiconductor
surfaces and interfaces. In Section 7, we describe coherent
motions and their dynamics on metal surfaces covered with
alkali-metal atoms. We extend the subject further to studies
of coherent phonons at the surfaces of ferromagnetic ultrathin
metal films in Section 8, where coherent phonons couple to
magnons. Then, we describe attempts to control coherent

duced. Even in thermal equilibrium, the line shape of an Motions of alkali atoms on metal surfaces in Section 9. Note
absorption band of an adsorbate vibration mode containsthat the coverage of adsorbate represented by *ML" in this
information on pure dephasing. Spectral line width analysis '€VieW is defined as the coverage referenced to the metal

is a major source of information on loss of coherence.
However, spectral line widths are often broadened inhomo-

substrate in atom number density, unless otherwise noted.

geneously. Thus, it may be complicated to identify the 2. Coherence and Dephasing

various contributions to the line widths by frequency-domain

In this section, we describe the fundamental concepts of

spectroscopy. Consequently, in addition to frequency-domaincoherence and dephasing of a quantum system using the
measurements, time-domain measurements with picosecondtandard formulation of density matrix thedfyWe first
laser pulses have been conducted to populate the vibrationallyintroduce the phenomenological relaxation terms due to
excited states of adsorbates and to probe the decay pfdcess, incoherent interactions of the quantum system with the heat
providing a direct means to measure population decay times.bath. We then present the equation of motion of the
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amplitude of a quantum oscillator, which plays a central role relaxation terms are added to eq 5 to account for such
in describing coherent vibrations and phonons in subsequenteffectsi’1°

sections of this review. Finally, we show that purmrobe

time-domain measurements provide an extra observable that onm 1

cannot be obtained from steady-state frequency-domain T ﬁ[H’P]nm = YamPam (N = M) (6)
measurements, i.e., the initial phase of a coherent oscillator.

9Pnn
at

2.1. Coherent Vibrations and Phonons

We begin by defining wave packets. Let(r) be the
eigenstates of the time-independent Sdimger equation

1
= %[va]nn_l_ Z rnmomm_ Z rmrvonn (7)

€m~ €n €m=¢€n

where the relaxation termsn, represent the dephasing rate
Hod (1) = r 1 of pnm and includes contributions from the total population
on(1) = €xd(l) @) decay rated out of levelj, i.e., I = Yj(j <L}, and the
whereH is the Hamiltonian and, is thenth eigenenergy. ~ Pure dephasing ratg, ;
When a system is prepared in a superposition of eigenstates 1
att =t i.e., Vom= 50+ To) + 7 (8)

_ —ien(t—to)/
w(r. 1) ch(to)qbn(r)e @) In the two level approximation, the population decay rate of
the ground staté', is zero and', andy},,, are replaced by
the system is nonstationary and evolves in time according 1/T; and 1T, respectively. Thus, the dephasing tifie=

to the time-dependent Scitimger equation 1/yamis determined by the population decgyand the pure
5 dephasingdrs:
iA—y(r, t) = Hgp(r, t
ihs (. = Hoy(r, 9 3) 111 ©
T, 2T, T

The wave function represented by eq 2 is called a wave
packett® For example, for an isolated molecule whose . ) o
vibrational motion is represented by a harmonic oscillator, Dephasing represents a loss of coherence, i.e., a loss of initial
the wave packet composed of the vibrational eigenstages Phase memory. Quantum mechanically, this implies that the
andg; oscillates back and forth with an eigenfrequengy ~ Phase relationship between thth andmth states is lost,

In the case of extended systems such as phonons in bull-€., pnm — 0 (0 = m), with a characteristic decay time
solids and at surfaces, the nonstationary state described bygonstant ofT,.

a superposition of wave functions with different momelata ~ We briefly note the processes that contribute to the
in the range fromk, — ok to ko + ok vibrational relaxation of adsorbates on metal and semicon-

ductor surfaces. For population decay, vibrational energy
must flow into other available degrees of freedoms. Thus,
population decay is associated with inelastic collisions with
substrate phonons or energy dissipation due to eleetron

becomes a wave packet spatially localized with a width of hole pair excitation in the substrate. The relative contributions
~1/0k. of the two pathways depend on the vibrational mode of the

Although the description of a quantum system using wave adsorbate and the electronic structure of the substrate on
functions makes it intuitively easy to visualize the coherent Which a molecule is adsorbed. On insulator and semiconduc-
motion of the system, in practice we need to deal with a tor surfaces, electrorhole pair excitation is not effective
statistical mixture of states. For this purpose, the formalism because of the band gap, and hence energy dissipation via
using the density operatop is more suitable. In this multiphonon generation dominates. In contrast, on metal
formalism, the diagonal matrix elements of the density Surfaces electronhole pair excitation is an important
operatorp,, represent the population of timth state, while ~ Pathway for energy dissipatich. -
the off-diagonal matrix elementg,{n = m) represent Pure dephasing is caused by fluctuations in the phase of
coherence in the ensemble. The off-diagonal elements arean oscillator. Elastic collisions with bulk phonons induce
the counterparts to the linear superposition in the wave abrupt changes in the phase of the oscillator, giving phase
function description and express interference between theshifts. If the oscillator undergoes an impulsive elastic
nth andmth states. Thus, the off-diagonal elemepys take collision with a bulk phonon for a time intervaltg it
nonzero values only if the two states have a definite phasePropagates in an undamped manner during Bowever,

1 +oK iKer—c
Py = ke Wdk  (4)

relationship. because of the phase shifts at the beginning and end of the
The time evolution of the density operator is described interval, the displacement of the oscillator before and after
by 2t is uncorrelated with the displacement during. ZThis

causes damping of the phase correlatibolfithe vibrational
0 - mode of interest is coupled anharmonically to other low-
'hap(t) = [H®.p(®)] () frequency modes, this coupling induces fluctuations in the
frequency of the oscillator and also contributes to pure
In general, the Hamiltonian contains the interactions of an dephasing.
ensemble of quantum systems with its environment, i.e., the Information on vibrational relaxation including population
heat bath. These interactions cause random fluctuations analecay and pure dephasing can be obtained from frequency-
contribute to energy dissipation processes. Phenomenologicabnd time-domain spectroscopy, although it is not always
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straightforward to distinguish between these two contribu- vibrational wave packet is created by a pump pulse, and the
tions. In early vibrational relaxation studies of adsorbates, it time evolution is monitored by a probe pulse as a function
was widely believed that population decay dominates over of pump—probe delay. We do not discuss line shape analysis
pure dephasing. However, it was later found from the in frequency-domain measurements in detail. However, it is
temperature dependence of absorption line widths that pureworth noting how the information gained by these two
dephasing also contributes substantially to vibrational relax- measurements are related to each other and which observ-
ation?? We describe these points more specifically for CO ables are unigue to time-domain measurements.

adsorbates on metal surfaces in Section 5. Here we assume for simplicity that the adsorbate system
) is homogeneously broadened. When the time duration of an
2.2. Phenomenological Treatment infrared (IR) pulse or a pump pulse for Raman excitation is
The expectation value of coherent vibrational displacement much longer than the dephasing tirfig information on
can be calculated by vibrational relaxation can be gained from analyzing the
spectral line shapeHw) in the IR absorption or Raman
QOT=T{Q®} = > PrnQrn (10)  scattering spectra. Vibrational spectral line profiles can be
nm described by the Fourier transformation of a vibrational
whereQnmis the vibrational matrix element between thth autocorrelation functiowp,(t) = [Q(t)Q(0)ld, that is,
andnth vibrational stateggm|Q|¢nL] SinceQmnytakes nonzero
values whenm = n, nonzero off-diagonal elements, i.e., () = fdtd:v(t)e'”’t (14)

coherence, between the stalggland|¢pmJare essential for
finite expectation values dilR(t)[] Since the coherenggm
decays with time constant,, coherence has to be created
much faster tharT, to be observed in the time domain.
Therefore, the time duration of an impulsive force exerted
on a system has to be shorter thignIn the case of optical 4T
excitation by a pump laser pulse, this implies that the pulse ¢,(t) = cospgt)e " (15)
duration of the pump pulse has to be sufficiently shorter than

T.. There are various excitation mechanisms for coherentwhich yields a Lorentzian line profile

surface vibrations and phonons, discussed in Section 3.

where[-+[d, denotes an equilibrium ensemble average. For
a homogeneously broadened system, the autocorrelation
function is given by

The equation of motion for the displacement of coherent 1
vibration Q given by eq 10, i.e.Q = Q[ can be described (o) =lg— T (16)
phenomenologically by (0 — wp)” + (UT)
d’ 2d 2~ _ F(0) Hence, the line width obtained from frequency-domain
dtZQ + T, dtQ tweQ= m (11) measurements gives the dephasing timeprovided the

spectral line is homogeneously broadefed.

Both population decay and pure dephasing contribute to
the total dephasing time (eq 9). The line profile can be
analyzed as a function of temperature and adsorbate coverage
to separate the contributions of these relaxation pathways.

B A S Y2 P TV An excellent review has been given by Chélwad this point.
QM) = & f—wdt F(t)e sin@(t—1)) (12) However, it is usually difficult to distinguish the contributions
uniquely from line profile analysis.
whered = /w,*~1/T,”. When the system is stimulated by  An advantage of time-domain spectroscopy is that it can
an impulsive force, i.eF(t) = o(t), the system shows free-  directly determine population decay. In this method, a pump
induction decay, pulse of duratiomt satisfying the conditioM, < At < T,
Sy —t/T, is used to populate the= 1 vibrational excited state. Then,
Q(t) U sin@t — ¢)e (13) a probe pulse monitors the population difference between
whereg is the initial phase. As we describe later, traces of = 0 andv = 1 as a function of pumpprobe delay. This
damped oscillations due to the displacement of coherenttechnique has been widely used in picosecond time-domain
vibration can be observed by time-resolved SHG spectro- spectroscopy, such as IR transient absorpfiband SFG at
scopy. Since a pump pulse in practice has a finite duration, surfaceg> 27
the oscillating trace of the free-induction decay is convoluted  \when the duration of the pump pulse is shorter tfian
with the profile of the impulsive forc&(t). Other contribu-  time-resolved spectroscopy methods, such as time-resolved
tions also frequently appear in SHG signals ata ptpebe  SHG, have another advantage. In this case, vibrational modes
delayt ~ 0, mainly caused by hot electrons in the substrate gre coherently excited by the pump pulse, as described in
created by a pump pulse. Thus, the initial phase is practically section 2.2. Thus, the optical response relevant to the
determined by fitting the oscillating trace after the pump displacement ofQ(t)[] instead of the vibrational autocorre-
pulse with an underdamped oscillating function with free |ation function, is directly probed by time-domain spectro-

wherewo andm’ are the frequency and reduced mass of a
coherent oscillator, respectively, aR) is the driving force

for the coherent vibration. The formal solution of eq 11 can
be written as

parameterg and To. scopy. Therefore, as shown in eq 13 we can determine not
. . only the dephasing tim&, but also the initial phase from
2.3. Comparison between Time- and the oscillating signals in the time domain.

Frequency-Domain Measurements The fact that vibrations or phonons are excited with
In this review, we focus on time-domain measurements definite phases implies that they can interfere with each other.
of coherent vibrations at surfaces and interfaces, in which aThe interference between coherent vibrations is used for the
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—|V,") shorter than the oscillation frequencies of the vibrational
Vo)) modes of adsorbate and surface phonon modes on semicon-
ductor and metal surfaces, we do not discuss the case of
coherent coupling between the two electronic states in this
review.
Note that off-diagonal terms of the density matrix are by
o, g definition (see Section 2.1) responsible for excitation of
v,”) A coherent oscillations rather than diagonal terms. These off-
‘” f o, diagonal terms prepared by a pump pulse are the origin of a
Vo™ macroscopic polarization oscillating with the frequency of
(a) (b) (© (@) a coherent phonon mode. The crea_lted coherence and its
Figure 1. Excitation mechanisms for vibrational coherence: (a) dephesmg are detecte(_j through the interaction betw_een the
IR resonant vibrational excitation, (b) nonresonant impulsive polarization of the med”’.'m and the e_IeCtromagnetlc field of
stimulated Raman excitation, and (c) and (d) are resonant impulsive@ Probe pulse, as described in Section 4.
stimulated Raman excitation creating vibrational coherence in the

ground and electronic excited states, respectively. 3.2. Infrared Resonant Vibrational Excitation
selective excitation of a vibrational mode, which is discussed ~We consider now the simplest excitation scheme, Figure
in Section 9. 1, panel (a), where an adsorbate system interacts with an IR

radiation field E(t) that contains a Fourier component

3. Excitation Mechanisms resonant wi'gh a vibrational fr_equency of the aQSorb@_te,

‘ Under the dipole approximation, the total Hamiltonidns

The excitation mechanisms for coherent bulk phonons havewritten as
been extensively discussed in previous stuéfie¥. For a
review, see Dekorsy et &.In addition, Chang et &F H=H,— uE(r, 1) (18)
discussed the excitation mechanisms in detail for coherent
phonons at semiconductor surfaces. In this section, wewhereHyis the Hamiltonian of the system in the absence of
describe various excitation mechanisms for coherent vibra- the radiation field ang is the dipole moment operator. Thus,
tions of adsorbates and surface phonons based on thesthe effective force exerted on the adsorbate is

previous works.
F(r,t) = e*E(r, t) (190)

3.1. Creation of Coherence by Optical Fields . . . .

] _ ) _ wheree* is the effective dynamic charge. According to eqs
~ The time-dependent density operator introduced in eq 5 6 and 7, the density matrix equations of motion can be written
is expanded in a perturbation approact’&s under the two-level approximation as

p)) = o) + o) + oY)+ (17) dopm _ (. 1 i
dt = (_'wo - T_z)pnm + %Vnm(pnn - pmn) (20)

wherep®© is the density operator for the system at thermal
equilibrium ando®™ is thenth order contribution in an electric

field. %:1(\, V) — (21)
Figure 1 shows possible schemes for creation of vibrational dt iR nmPmn " PamVm Tl'O nn

co_h_ereljce. Panel (e) represents IR resonant excitation

originating from the first-order contribution. Panels—(h) Prom= 1= Pnn (22)

originate from the second-order contributions called impul-

sive stimulated Raman scattering (ISRSPanel (b) repre- .
sents ISRS without electronic resonance. If the excitation Pnm = Pmn
pulse has a broad spectral width, stimulated Raman scatterin%_|

occurs by mixing the frequency componenis and ws, ere,Vom = Vi, = [dnl — uEQW)|¢mI= —LdnlulpnE(t) and
fulfilling the vibrational resonant conditiom, — ws = wo, [pnlulpmis the transition dipole matrix element between the
whereay is the vibrational frequency. That is, the duration Vibrational states ofgnJand |¢ml] _

of the excitation pulse has to be less than the vibrational If the system interacts with a resonant IR pulse with a
period to realize impulsive Raman excitation. This excitation Width shorter tharT,, an adsorbate vibrational wave packet
process is substantially enhanced when the excitation waveis created. Suppose that the IR pulse has a delta function-
length is near an electronic absorption resonance, which islike profile att = 0 to create the vibrational coherengsg(0).
depicted in panel (c). In this electronic resonance case,Since the off-diagonal density matrix elements decay as
coherent vibrational motion can be initiated also in the

(23)

electronically excited state if the pump pulse duration is Pam(t) = /onm(O)e_(i”"ﬁmﬂt (24)
substantially shorter than the excited-state vibrational period,
as depicted in panel (d). the macroscopic polarization reveals the free-induction decay

The excitation schemes in panels (¢) and (d) can be
separately discussed only if electronic dephasing is com- P(t) = N[ZC= NTr(pou) =
pleted3® Before dephasing, vibrational wave packets propa- Nz[ Py et 4 ccle U (25)
gate on the ground and excited potential energy surfaces with £ mn
coherent coupling between the two electronic states. In
practice, since electronic dephasing times are substantiallyThe dephasing processes can be monitored in various time-
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domain spectroscopy methods including time-resolved in- that impulsive Raman excitation is applicable to both the
frared saturation spectroscépgnd time-resolved SF& transparent (off-resonant) and the opaque (resonant) cases
Note that the off-diagonal density matrix elements can be using two separate Raman tendby& andzR. These tensors
nonzero, i.e., vibrational coherence can be created, even ifare associated with the Raman correction of polarization and
the system interacts with monochromatic coherent IR radia- the force exerted on the system, respectively. They have the
tion with a frequency in resonance with the transition same real component but different imaginary parts. In the

frequency of a vibrational mode. off-resonant condition, the real component is responsible for
_ o impulsive generation of coherent phonons. In the resonant
3.3. Impulsive Raman Excitation condition, the imaginary part plays an important role. In

L contrast to the real component, the imaginary partfs
Raman processes originating from the second-order con displacive in character because real charge fluctuations

tribution in eq 17 can create vibrational coherence at surfaces . , S .
as shown in the excitation scheme, Figure 1, panel (b). associated with photon absorption instantaneously shift the

. o ; equilibrium position of ions.
B e e eioe _ The il phase cepends on th detuing of the photr
relation ' energy with respect to an electronic transition of the system

in the impulsive Raman excitation model. By using a time-
dependent perturbation method, Chesnoy and MoKRtari

0
oy = oy + (%)HQ (26) showed that the initial phase is determined by
The Hamiltonian of the adsorbate system is written as tang = (@ = o)Te (30)
1 9oL for a molecular system. Here is the optical frequency of
H=H°—--Q (_) EE (27) the pump pulsewe is the frequency of the electronic
2 fr\oQ/u transition of the system, anf is the electronic dephasing

_ S time. When the photon energy is off-resonant- 77/2, i.e.,
Here, Ex denotes a component of the optical field involved an optical pump pulse simply gives an impulsive force to
in the Raman process. The effective force exerted on thethe systemQ(t) O sin(wet)e ¥™=. When the photon energy is

adsorbate by the optical fields is close to the electronic resonance, a real transition leads to a
shift in the equilibrium positions of the ions. Thugs,— 0,
= z} o EE (28) i.e., the ions start to oscillate around this new equilibrium
2 ; 390/ K= position,Q(t) O coset)e ™. The same arguments also hold

for adsorbate vibrations and phonons in extended sys-

In combination with eq 11, this can be used to describe the teMs?**#3¢In practice, determining the initial phase of a
evolution of the coherent vibration. coherent phonon is sometimes problematic, since the effec-

Merlin and co-worker®-323*have developed a theory of tive start time of the force depends on the carrier dynamics
impulsive stimulated Raman excitation of coherent bulk @nd pump intensity: Moreover, the initial phase depends
phonons. The concepts of this theory can also be applied to®" the portlozn of the spectral components of probe pulses to
the excitation of coherent surface phonons. The impulsive Pe detected:

force on a system can be represented by When the excitation wavelength is resonant with an elec-
tronic transition of the system, the electronic excited state

E(t) = CE[T] Zbo oo 29 can be populated. As described ea;rher, poherent oscillations

® Dk; kk=g™bkbik—g (29) can also be created in the electronic excited state by resonant

ISRS (Figure 1, panel (d)), provided that the pulse duration
Here Eﬁi,q are matrix elements of the electrephonon ~ 9f @ %umfp pullts)e IS squtarétla!Iy shhorter.thzn the osl,cnlaﬂon
interaction ], andcy are electron creation and annihilation \F/)v?)rrlgs %oﬁz\groragﬁrc]i?a rgﬁa?tler;ngseo?)t(ﬁlete der?ts?tte.mgt;)i;[( (e)zfr
operators for the state of energy, b is the band index, the eléctronic excited gtate are created b theyum ulse
and k and q are the electron and phonon wave vectors y pump p

- ' field.
re?%zcg#eé){égonal terms are initially prepared to be nonzero The distinction between the evolution of vibrational coher-
if the duration of the pump pulse is sufficiently shorter than ence in the ground and excited states Is very clear in the

the oscillation period of a phonon mode. Coherent vibrational m%i?géaélgifgnss'n;z ﬁgi;!ggg?ﬁ'g ﬁrﬁ?{;a;'gn;gearg‘gﬁguilne
motion is created in the ground electronic state and is P

described by a damped oscillator with frequeney, a e;]prgfofund changelnth_elp%tentlal e_nerg;l/_ c'jsurfa(c:ie. In co?trast,
dephasing time constamt= T,, and an initial phase. the deformation potentials for ions In solids and on surfaces
hardly change upon excitation in the weak excitation limit
; ; where the perturbation treatment is valid. Thus, the distinc-
?é.;féitg'[? gr? n\?sntDlirsnpﬁgLSi\I/\ge IES;::riTt]gtliaotr? d Raman tion between the two schemes [pane_ls (c) and (_d)] _of resonant
ISRS may not be practically meaningful in this limit. The
When the excitation wavelength is resonant with an distinction would be more clear if the density of excited
electronic transition of the system, ISRS excitation (Figure carriers became so high that the deformation potentials were
1, panel (c)) is strongly enhanced. Merlin and co-workers significantly altered. However, in this strong excitation limit,
have extended the Raman formalism and successfullythe perturbation treatment would be no longer valid.
explained why the Raman active phonon modes (for example, Another mechanism proposed earlier than the resonant
theEg mode for Sb) can be coherently excited in addition to ISRS excitation mechanism is displacive excitation of
the totally symmetric mode&(g).2***Moreover, they showed  coherent phonons (DECP)30-3 Real populations of elec-
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trons in an empty band may change the deformation potential This is in contrast to the molecular case, in which the
of ions in solids and at surfaces. If a pump pulse producesamplitude of vibration is determined by the Frarckondon
carriers in an empty band with a sufficiently rapid rising principle and the number of vibrating molecules increases
edge that the ions cannot follow the change in the deforma- with the pump powet?® In addition, if the carrier lifetime is
tion potential and start to oscillate around new equilibrium comparable to the dephasing time of coherent phonons, the
positions. Note that the oscillator energy is modified through ions oscillate on the deformation potential wells, which
a change in potential energy in the DECP mechanism. In change in time. Therefore, the frequency of coherent phonons
contrast, the kinetic energy is transferred to the oscillator may change as they evolve, a process known as “chirping”.
by the real driving force in the case of nonresonant impulsive A good example of coherent phonons excited by this
Raman excitatio®? as shown in eq 29. The DECP model mechanism is found in the coherent-phonon dynamics of
predicts a cosine-like initial phase of coherent oscillation but single-crystal Té2 The oscillatory frequency of th&;-mode
only accounts for the generation of totally symmetric phonon of Te in time-resolved reflectivity changes decreases linearly
modes in the electronic excited st&t&® with pump power between 3.6 THz (unperturbed phonon
Since the DECP mechanism is intuitive and simple, this frequency) and 3.0 THz. The shifts are interpreted as being
mechanism has been applied to generation of coherentdue to nonthermal melting of the crystal.
phonons in various semiconductors and semimétaaw- A mechanism similar to DECP called field-screening is
ever, we remark that the electromagnetic field of a pump frequently quoted in studies of coherent phonons at semi-
pulse provides only the energy for electronic excitation from conductor surface®,which we discuss in Section 6. In the
the ground to excited states in the DECP mechanism. Thisdepletion region of semiconductor surfaces, ions oscillate
mechanism does not explicitly implement creation of nonzero around the equilibrium positions determined by mutual
off-diagonal terms in the density matrix of the system as a interactions among ions and the electric field associated with
source of coherence. In this context, the DECP mechanismthe carrier distribution near the surface. When a number of
is phenomenological. Despite the lack of rigorous treatment electron-hole pairs are created by absorption of photons,
for coherence, the DECP mechanism is practical and usefulthe charge distributions are changed and the injected carriers
for cases of strong electronic excitation to which the second- screen the field. If the carrier injection is fast enough
order perturbation contributions are no longer applicable. compared with the period of phonon oscillation, ions are
displaced with respect to the new equilibrium positions.
3.5. Effects of Strong Electronic Excitation

For the strong excitation case, the phenomenological 4 Real-Time Monitoring Methods

DECP model developed by Zeiger et*is useful. In this This section describes the monitoring of coherent vibra-
model, only totally symmetriéy modes are assumed to be tjons and phonons at surfaces. Once coherent oscillations
excited coherently. The charge densify) in excited bands  are generated by the mechanisms described in the previous

follows the rate equation section, oscillating macroscopic polarizations are created.
dan Thus, the dynamics of coherent vibrations can be probed by
@ = pl(t) — Bn(t) (31) monitoring the time-evolution of the macroscopic polariza-

tion. The time-domain spectroscopy methods described here
are based on second-order nonlinear optical processes,
including time-resolved sum frequency generation (TRSFG)
and time-resolved second harmonic generation (TRSHG). We
%irst summarize the basics of nonlinear optical response in
Section 4.1 and then describe each spectroscopy method in
the following Sections 4.2 and 4.3.

wherel(t) is the power density of the pump pulse andnd

j are constants. The first term in eq 31 is the rate of carrier
generation in excited bands, and the second term is the rat
of electron back transfer to the ground state. The force
responsible for the vibration of th& mode is assumed to
be proportional tan(t)

F O n(t) (32) 4.1. Basics of Nonlinear Spectroscopy

By solving the equation of motion, eq 11, with this force, This section covers only the basics of nonlinear spectro-

we find thatO(t) 0 cosfoqt) for B, 1/T, < .28 scopy helpfgl in l.mdefrstan'ding the time-domain measure-
This mecgfflrzism is@;rzaloggus tch cocrzoerent vibrational Ments described in this review. For a deeper understanding,

excitation in excited electronic states of molecules in the gas refer E(gemg many excellent books on nonlinear spectro-
phase, the evolution of which is monitored by quantum beats SCOPY-"""

in fluorescence decay. In isolated molecules or molecules When an optical fieldE(t) is applied to a material,
in a liquid, the ground- and excited-state potential energy Macroscopic polarizatioR(t) is generated. When the electric

surfaces can be clearly distinguished under the Born feld strength is substantially larg&(t) shows nonlinear

Oppenheimer approximation. Quite often the excited-state 46Pendence ork(t). Corresponding to the perturbation

potential energy surface is displaced from the ground state,2PProach in eq 17, the time-dependent polarizaihcan

and hence an electronic transition in the FranGlondon also be expanded as

fashion creates a nonstationary wave packet on the excited- (1) @ 3

state potential energy surface. P(t) = P(t) + P(t) + P(E) + - (33)
In bulk solids and at the surface of solids, the two-

potential-energy-surface picture cited in the previous para- With

graph is no longer correct, since electrons form bands of

states. As the carrier density increases, the deformation PO() = Tr{Vo™(t)} (34)

potential of ions is more substantially altered. Thus, the

amplitude of a coherent phonon increases with pump power.where V is the dipole operator an&® is the nth order
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polarization. Here we assume no permanent polarization inwhere we have introduced the complex denominator function

the media, i.e.P© = 0.
These terms can also be written using the lingdrand
nth order nonlinear susceptibilitied” (n > 2), such as

PO = yOE (1) (35)

Time-varying polarization can act as a source of radiation.

The radiation propagates in media with refractive index
following the Maxwell wave equation

e _amie
2 at? & ot

VE (36)

wherec is the speed of light in a vacuum.
Here we represent the optical field with frequeneyas

E() =Ee ' +c.c. (37)

The second-order nonlinear polarization created by two kinds

of optical fieldsE,(t) and Ex(t) is given according to eq 34
as

1 _
PO ==Y P )e " 38
ZZ (@n) (38)

_ 2 2 ;
D(w) = 0y — 0" = 20T, (46)
These second-order processes play a central role in the
detection of coherent vibrational motions at surfaces and
interfaces; we describe sum frequency generation in Section
4.2 and SHG in Section 4.3 in more detail.

4.2. Time-Resolved Sum Frequency Generation

By using an IR pulse for one of the impinging lasers in
sum frequency generation (SFG) measurements, SFG be-
comes a very powerful tool for monitoring the vibration of
adsorbates on surfaces. As shown in egs 45 and 46, if the
IR frequencywr is in resonance with a vibrational mode,
i.e., wr = wo, the SFG amplitude is resonantly enhanced.

SFG has been demonstrated to be a very powerful
vibrational spectroscopic tool for molecules on surfdéeX.

This technique has been applied to well-defined single-crystal
surfaces as well as liquiemetal interfaces in electrochemical
systemg'® Because SFG is based on second-order nonlinear
processes, it is also surface sensitive, as in the case of SHG.
Furthermore, in combination with an ultrafast pump laser,
SFG provides an excellent opportunity for time-resolved
vibrational spectroscopy.

In contrast to linear spectroscopy methods, such as infrared

where the summation extends over positive and negativereflection absorption spectroscopy (IRAS), the analysis of

frequenciesw,. The polarization terms include various
frequency components, including the second harmoaic 2
(i =1, 2) and sum frequency; + w-,

P(2w) = 1 “E? (39)

P(w, + w,) = 2¢PE,E, (40)

SFG spectral lines is rather complicated. When IR radiation
with a frequency otfv; and visible light with a frequency of

w, are mixed at a sample surface, macroscopic polarization
with frequencyw = w1 + w; is generated

P(z)(a)) = X(Z)(w = w1 T w)Er(w)Eys(@w,) (47)

As shown in egs 45 and 4®? has a resonant terpr®

Note that the second-order susceptibility vanishes when with respect to a vibrational transition ab,

the system possesses inversion symmetry. SpiBeis

inherently nonzero at surfaces and interfaces where inversion
symmetry is broken, second-order nonlinear spectroscopy is

sensitive to surfaces and interfaces.
When the system has a restoring force given by

F,.=—mao,” — maQ (41)

the equation of motion in the model based on classical forced

oscillators, given by eq 11, is modified as

F(®)
m

2d

d2
2T T aQ T @t = (42)

Here the parameteaa represents anharmonicity. Under the

force F(t) exerted on the system by the interaction with the
radiation field,

F(t) = —e*E(t) (43)

the second-order susceptibility can be expressed as

. G
—2a(e*/m)’EE,
2 =
2w+ ) = D(w; + w,)D(wy)D(w,) )

@ — B

(0 — wg) — iy (48)

XR

wherey is the inverse of the total dephasing timgof the
vibrational mode, and is a constant. In addition to the

resonant termy® includes a nonresonant teryi; thus

12 = ke’ + 2R (49)

Here ¢ is the relative phase between the resonant and

nonresonant terms. Thus, SFG spectra can be written as
(@) O e’ + 221 (50)

If xnr IS not negligible, the SFG spectral lines are not

necessarily symmetric but can be asymmetric due to the

interference between the two terms.

In early SFG studies, measurements were made with a
combination of ps-IR and visible pulses. In this mode, SFG
spectra are obtained by monitoring the SFG signals, while
the frequency of the IR pulse is scanned in the range of
interest. The energy resolution is mainly determined by the
frequency width of the IR laser pulses.

More recently, it has become more common to use an
intense broad band femtosecond-IR laser sotf&ichter
and co-worker® demonstrated that SFG spectra can be
obtained over a 400-cm spectral region without scanning
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the IR frequency. In this mode, SFG signals are generated (a) Pr(t)
by mixing the broad band femtosecond-IR pulse with a
narrow band visible laser pulse at the sample surface. The
SFG signals are dispersed with a spectrograph and detected
simultaneously by a sensitive CCD detector. Broad band
tunable IR pulses are generated by difference frequency
mixing of the signal and the idler of an optical parametric
amplifier in an appropriate crystal such as Agaathe
spectral resolution of this method is determined by the
spectrograph and the bandwidth of the visible pulse. In
combination with the parallel CCD detection, the entire SFG
spectrum can be recorded and averaged. This approach is
more efficient than the scanning mode for recovering SFG
spectra, because the data acquisition rates are substantially
enhanced and the time resolution is better. More importantly,
since the entire spectral region is recovered simultaneously,
this method does not show contamination or degradation
during scanning often seen in the earlier SFG spectroscopy
method.

However, caution is required in analyzing the line shapes
of SFG spectra taken with broad band IR and narrow band : .
visible laser pulse3:®* In this case, frequency-domain 050 2100 2150
analysis based on the line shape given by eq 50 is not © IR wavenumber (cm™)
suitable. Rather, it is more appropriate to analyze the spectra i
by the Fourier transform of the time-dependent polarization:

Intensity (arb. units)

M

lspd@, tg) O] fdte”'Pig(t, t)Eyis(t)]? (51)

HerePir(t, tg) is the time-dependent polarization at a delay
time between IR and visible pulses t@f

PIR(ti td) = X(tv td)EIR(t) (52) 2050 I 2100 i 2150
IR wavenumber (cm™)
Figure 2. Simulations of the SFG spectral line shape of the

Intensity (arb. units)

If the time duration of the visible pulse is substantially longer

than thg dgphasmg time, this t.reatment gives the Samestretching mode of CO on Pt(111): (a) time-dependent polarization
expression in the frequency domain. However, if the duration ;. 4,ced by a broad band IR pul(t), depicted in upper trace,

of the visible pulse is shorter than the dephasing time, the ang electric field of the visible pulsByis(t) with durationty, in
duration determines the window for observing the time- |ower trace. The latter pulse is delayed fayfrom the IR pulse.
dependent polarizatioRr(t, tq). Thus, the SFG spectral line  Simulated line shapes are shown in (b) as a function,dt a
shapes measured by this method depend in principle on thefixed ts = 0 ps and (c) as a function &f at a fixedt, = 3 ps.
time delay between the IR and visible pulses and the duration
of the visible pulse. Figure 2 shows the SFG spectral lines
of the stretching mode of CO on Pt(111) simulated by these
parameters. As shown in Figure 2b, the spectral line narrows
as the duration of the visible pulse increases. When the
duration of the visible pulse is fixed (Figure 2c), the spectral
width narrows with increase of the delay because the overlap
betweerPi(t, ty) and the visible pulse increases as the visible
pulse is delayed from the IR pulse.

In the case of IR-pump and SFG-probe measurements, th
pump pulse induces a time-dependent polarizaigit),
which is further modulated by the IR-probe pulse. Thus, the
effects of the pump and probe IR pulses have to be taken
into account explicitly in the time domaks.

as the coherent time-domain analogue of stimulated hyper-
Raman spectroscopy. It was first applied to the study of
coherent phonons at semiconductor surfaces by Tom and co-
workers?® as described in more detail in Section 6. If surface
coherent phonons are created by the ISRS excitation (Section
3.3), it is more rigorous to describe the whole process
including excitation and detection as stimulated hyper-Raman
scattering £ processy® Since creation of coherent phonons
Lan be modeled by various mechanisms other than ISRS, as
described in Section 3, we describe detection by jfie
process in this review.

We expandy® in terms of the vibration (or phonon)
coordinate of interesg;,

. . . 9 2
4.3. Time-Resolved Second Harmonic Generation 72 =42+ 39(5.(5(3] 4o (53)
J

When a coherent oscillation is created at a surface by a
pump pulse via one of the excitation mechanisms described
in Section 3, the second-order optical susceptibjliti(2w; - - :
e hence the polarizatioﬁ(Zwig) P du?at% if)y‘”'t)he is proportzzo)nal toly@(2w)|?, Isne(2w) gan be expressed in
coherent oscillation. Thus, the time-evolution of the coherent {€rMs Ofg", independent o€, andy’, dependent o,
oscillation can be detected by measuring the second harmoni@S
intensity converted from the probe pulse as a function of @2 @2 @ @
pump-probe delay. This detection method can be described lsha(2w) O Ixg"1” + 1xd'I” + 2Ref g x5l - (54)

Since the intensity of second harmonic radiatlgnc(2w)
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Here, the first term is a constant contribution to the second surfaces. We first describe the electronic structure of CO on
harmonic intensity, while the second and third terms metal surfaces in Section 5.1, then in Section 5.2 we
represent signals modulated by the coherent oscillation.summarize briefly the important findings on the vibrational
Usually the modulation amplitude due tg?| is small, and ~ relaxation of thev; mode of CO on metal surfaces from
thus the contribution from the second term is negligible. In studies conducted by the mid 90’s. The works cited in
contrast, the third cross term can be |arge enough to beSeCtion 5.2 are not exhaustive, and readers ShOU'd refgr to
detected ifXE)Z) is substantially large. Therefore, the detec- the several excelléagnt reviews on the analysis of line profiles
tion of modulated signals as a function of puspobe delay ~ ©Ptained by IRAS®*and the pump probe approaches using

in TRSHG relies on a heterodyne detection method. This resonant picosecond infrared pulses for excitation of the CO

condition is satisfied for the measurement of coherent surface?: Mode performed in the mid 90°.More recent progress

phonons on GaAs surfaces (Section 6.1) and alkali-atom'" _time-domain spectroscopy on this subjeqt has been
covered metal surfaces (Section 7.3). In the former case reviewed by UebdHaving reviewed the electronic structure

because GaAs crystals do not possess inversion symmetrya”d vibrational relaxation of CO on metal surfaces, we focus
second harmonic radiation is generated even from the bulk©" the most recent progress made on this subject in studies
crystals, and the conversion to the second harmonic is veryWith femtosecond pulsed lasers in Sections 5.3 and 5.4.
large. In the latter case, the intensity of second harmonic .

radiation is dramatically increased by the enhancement of 2-1. Electronic Structure of CO on Metal Surfaces

the local field created by alkali-atom adsorption and/or  The adsorption of CO on metal surfaces can be qualita-
electronic resonant transitions in the metallic quantum well. tively understood by the Blyholder mod¥lj.e., o-electron
See later sections for more details. _ , donation from CO to the vacant conduction band of the metal
The experimental setup of TRSHG s relatively simpler gnq 7-electron back-donation from the metal bands to the
than that of TRSFG. Either the oscillator or regenerative \5cant 2r* orbital of CO. The redshift of the CO stretching
amplifier of a Ti:sapphire laser is usuglly u§gd for the light frequency from 2170 crt for free CO is attributed to the
source. The output beam of the laser is split into two for the g|ectron back-donation to ther® antibonding state of CO.
pump and probe pulses. The two pulses are overlappedrhe cO stretching frequency is very sensitive to the
spatially at the sam.ple surface. The seconq harmonic '”tens'tyadsorption site, such as atop, bridge, and 3-fold hollow sites,
of the probe pulse is measured as a function of ptiprpbe which is a good indicator of the electronic and structural
time delay. An optical chopper is inserted in the optical path properties at the local site where CO is adsorbed.
ﬁf the pump b_eamf ?}nd th;z rt')noac{inllj‘latlons in the se((:jond On the basis of X-ray emission spectroscopy measurements
armonic intensity of the probe beaisy(t) are recovered i, compination with density functional theory calculations,
by lock-in detection or by directly subtracting the second Nilsson and co-workef&%2 suggested that the CO orbitals

harmonic intensity without a pump pulse from that with @ 54 the metal bands are significantly hybridized. Orbital

pump pulse. . o mixing among the CO# and 2r* bands and the metal,-
TRSHG traces showing modulation signals due to coherenty - - %s respgnsible for the weakening of the internal CO

oscillations created by pump pulses can be analyzed by fitting ), and contributes to the attractive interaction with the

the c_JsciIIatory part to multiple underdamped oscillating metal surface. Orbital mixing between the internal @Band
functions: and the metati,-band strengthens the internal CO bond and
_ it contributes to the repulsive interaction with the surface. Thus,

Alsd(t) = Z A cospit + g)e (59) they concluded that the balance between theand o
! interactions determines the vibrational frequency and the

Another fitting method for TRSHG traces is linear prediction @dsorption energy of CO.

singular value decomposition (LPSVB)38In this method, ~ The unoccupied state of atop CO band on Pt(111) has been
each data point is assumed to be a linear combination of aidentified at 4.3 eV above the Fermi levE by inverse

finite number of previous data points. This assumption is Photoemissiof? and two-photon photoemissiéhit has been
satisfied if the transient signals are a linear combination of assigned to thes2* state. However, the lowest unoccupied
exponentially damped sinusoids. Under this assumption, the€lectronic state caused by the hybridization between ¢he 5
resulting set of equations for each data point is representeddand and the metal bands has not been detected by those
by a matrix that can be solved by a linear least-squares fitting methods. Chou et &. have recently identified this unoc-
procedure. This technique is powerful and avoids the inherentcupied state of CO on Pt(111) by using SFG spectroscopy
difficulties associated with nonlinear least-squares fitting by With a tunable visible laser. CO is adsorbed at both atop

recasting the problem as sequential linear least-squares fitsand bridge sites of Pt(111) or Pt(110). The absorption bands
of thev; modes of CO at both sites can be clearly observed

ihrati i by IRAS. In SFG spectra, in contrast, although the intensity
;\S;Iegghse[ﬁg%gébranon and Dephasing of CO on of the stretching band of CO at the atop site of Pt(111) is
prominent, that of CO at the bridge site is either very weak
Carbon monoxide is the cornerstone adsorbate for studiesor almost missing on Pt(116j.Chou et al. have shown that
on adsorbatesubstrate interactions on metal surfaces. CO the SFG intensity of the stretching mode of atop CO is
also plays an important role in studies on vibrational enhanced in the visible photon energy range between 2.2
relaxation on metal surfaces. The strong oscillator strengthand 2.6 eV. Note thay® responsible for SFG is also
of the CO internal stretching mode;J on metals allows resonantly enhanced if the visible photon energy is tuned to
the line shape and temporal response to be studied for widean electronic transition as shown in eqs 45 and 46. Thus,
ranges of coverage and temperature. Many studies have beethe observed resonance feature in the SFG intensity associ-
conducted by frequency- and time-domain spectroscopy onated with thev; mode, peaking at 2.51 eV with a bandwidth
the vibrational relaxation of the; mode on various metal  of 0.83 eV, can be attributed to the transition from the
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occupied Zr*y, state at 0.3 eV belovr to the unoccupied  via electror-hole pair excitation is practically temperature
state at 2.2 eV abovEr. The unoccupied state has been independent®’” the strong temperature dependence was
assigned to thed, state, derived from the hybridization of  attributed to pure dephasing. Persson and Rybdeyeloped

Pt 6spand CO . In contrast to CO on the atop site, since a theory incorporating pure dephasing due to anharmonic
CO at the bridge site is more strongly bound to the surface, coupling between the; mode and low-frequency modes
the amount of redshift of the; mode is larger. Because of such as frustrated translations and rotation %3).

the stronger interactions with the substrate, thg$ate of Although it has been reported that the line width is
bridge CO is expected to be located at a higher energy thanindependent of temperature on Cu(100) in an early stédy,
that of atop CO. Therefore, a UV input is required to enhance Germer et al. performed careful line shape measurements
the SFG intensity of the; band of bridge CO. Usually SFG by IRAS and clearly showed that thre band shifts to lower
experiments are performed with a visible input with a fixed frequency and broadens as the temperature is raised from
energy. Thus, the SFG detection of themode of bridge 90 to 160 K’8 This was interpreted as being evidence of
CO is electronically off-resonant and less sensitive than that exchange dephasifig®8°by the frustrated translation mode

of atop CO. v4. Namely, anharmonic coupling of, with v, populates
the frustrated translation mode whose population fluctuates
5.2. Vibrational Relaxation Mechanisms due to the exchange of energy with the substrate. In this
) o model, the frequency; and widthdv; of the v; band are
5.2.1. Electron-Hole Pair Excitation given by280

As described in Section 2, vibrational relaxation includes 0
contributions from population decaify(process) and pure vi=vy — I m,(M0O (56)
phase relaxationilg* process). We focus first on population )
decay. There are two major population decay channels for a o 2y
vibrationally excited molecule at a surface: emission of Ovy=0vy + W,
phonons and electrerhole excitation. In contrast to adsor-
bates on insulators and semiconductors with a wide bandHere,:° anddv:° are the frequency and the line widthTat
gap, where population decay by multi-phonon generation is = 0 K, respectively'14is the anharmonic coupling between
the major decaying path, electrehole pair excitation plays  thev; andvs modes[1(T)Os the average occupation i,
an important role in population decay on metal surfaces. andW s the frequency width parameter. The simultaneous

The important role of electrenhole pair excitation was ~ fitting of the frequency and line width data fot® = 32
suggested by Persson and Per&Sbased on their theoretical cm™* providesI'y, = 1.4 cmt* and W = 87 cntl. This
treatment. Their theory assumes that the CO stretchingéxchange model has also been successfully applied to the
motion couples with the charge oscillation between the metal temperature dependence on other surfaces including Pt-
and CO 2* orbitals. The estimated lifetime of the CO (111)88'Ru(001):? and Ni(111):2"
stretching vibrational mode for CO on a Cu(100) surface is  In the works cited so far, the coupling betweenand
in reasonable agreement with that obtained from the line lateral vibrational modesy¢ and v,) were extracted from
width of the IR absorption band. The effects of electron  the temperature dependence of the line shape afithand.
hole pair excitation on the line shape have been investigated!n addition, the frustrated translation moeeof CO on Cu-
further in theoretical studie®d:f®8 On the other hand, the (100) was directly observed by high-resolution helium atom
population decay lifetime has been estimated more preciselyscattering? Graham et al. observed systematic frequency
by experiment. Ryberg has measured the line shape of theshifts and line broadenings of this mode as a function of
infrared absorption band of the CO stretching mode in the temperature. These results were attributed to the growing
c(2 x 2) configuration on Cu(100) and showed that the hot bands of the translational modes whose frequencies are
intrinsic line width is 4.6 cm? full width at half-maximum redshifted by the anharmonicity of the lateral €0u
(fwhm) 8° This sets the lower limit off; to be 1.2 ps. In  potential curve. Alternatively, anharmonic coupling between
contrast, a longer lifetime was estimated by Harris and co- the nearly 2-fold degenerate translational modes can cause
workers with ps-IR pump and SFG-probe spectrosc8py. the line shape variations observed. The line width extrapo-
By measuring the normalized transient response of SFGlated toT = 0 corresponds to a lifetime of 8 ps, which is a
signals of thev; mode after excitation by an intense IR factor of 2 longer than the lower limit of; deduced from
resonance pulse, they determined the lifetime to be 2.0 ps,the temperature dependence of the line width of the
longer than that estimated from the line width measurements.absorption band. Since the measurements were performed
The discrepancy has been attributed to inhomogeneouswith very small coveraged < 6% of c(2 x 2), this
spectral broadening or insufficient resolution in the frequency- discrepancy was attributed to lateral adsorbatgsorbate
domain measurements. The measured lifetimes agree reasorinteractions that reduce the lifetime significantly at high
ably well with the theoretical predictions where the nona- coverage.
diabatic energy transfer lifetime to electrehole pair o o
excitation was calculated to be in the range ef3lps’.72 5.3. Localization vs Delocalization

0,(T)Ib,(T) + 10 (57)

When adsorbates are isolated from each other, the vibra-
tional modes of an adsorbate are well localized in the

While electron-hole pair excitation is an important adsorbate and vibrationally excited states of the adsorbate
pathway for population decay on metal surfaces, pure relax by interactions with the substrate. As interactions
dephasing also contributes significantly to the vibrational between adsorbates increase, the vibrational modes of
dephasing of CO on metal surfaces. Strong temperatureadsorbates couple with each other and form bands, i.e, the
dependence of the line shape of theband has been found vibrational modes are delocalized. An adsorbate undergoes
for CO on Ni(111)]*7*Ru(001)??and Pt(111)°>Since decay  a reaction once the intra-adsorbate, adsorbatisorbate,

5.2.2. Dephasing
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and/or adsorbatesubstrate vibrational modes relevant to the dephasing rate is approximately four times larger than that
reaction are excited to overcome the activation barrier. Thus, of the fundamental excitation, provided that the population
a vibrational mode relevant to the reaction has to be excitedand pure dephasing of the overtone are dominated by the
sufficiently for the reaction to occur. In this context, it is same adsorbatesubstrate coupling terms as for the funda-
important to know how a localized adsorbate vibration mental mode. In addition to CO/Ru(001), the overtones of
becomes delocalized for an understanding of vibrational the internal stretching mode of NO on Ru(001) and oxygen-
energy migration and chemical reactions on surfaces. covered Ru(001) were observ&dThe overtone bands also

Note that a similar problem exists even for isolated show broadening, about four times faster than the funda-
molecules in the gas phase. From the viewpoint of reaction mental band as the surface temperature increases. This
control via selective vibrational excitatié#r,® it is vital to temperature dependence was also well accounted for by the
know how to excite a specific bond (or local mode) of a model applied to CO/Ru(001).
molecule sufficiently and how fast the energy in the bond is  Another way to access two-phonon bound states is
delocalized in the molecule. Anharmonic couplings between sequential pumping of vibrational states of adsorbates by
normal modes are much better characterized for isolatedintense IR pulsesy = 0 — 1 andv = 1 — 2. This scheme
molecules’?® and the dynamics of “delocalization” due to  can be naturally adapted by time-domain measurements with
anharmonic couplings have been extensively studied and area combination of intense IR pump and SFG probe pulses.
known as the issue of intramolecular vibrational redistribu- |n particular, as described in subsection 4.2, second genera-
tion 8788 tion SFG spectroscoffwith broad band IR and narrow band

The transition between localization and delocalization of visible pulses provides higher sensitivity than conventional
a vibrational mode can be understood qualitatively by SFG measurements with ps-IR and visible laser pulses, which
comparing the vibrational anharmonicifywith the phonon makes it possible to observe the two-phonon bound state of
bandwidthW.8 If W < T, the vibration mode will be well  CO on Ru(001}3
localized in the adsorbate, wherea$hif> T', the vibration Time-resolved measurements of free induction decay of
mode of the adsorbate will be delocalized. IR-polarization for 0.33 ML CO on Ru(001) have been

A critical test for localization vs delocalization of adsorbate performedt® The TRSFG signals show a single-exponential
vibrations is to observe the higher vibrationally excited states decay over three decades with a dephasing tin¥e f 1.94
(v=2). If the vibration is well localized, it is in principle  ps at 95 K andl, = 1.16 ps at 340 K. The dephasing times
possible to observe overtone and/or hot bands of the mOdeare consistent with pure homogeneous broadening due to
of interest. The observation of these bands provides theanharmonic couplings with thermally activated low-fre-
anharmonicity of a potential curve with respect to the quency lateral modes together with a contribution from
vibrational coordinate. saturation of the IR transition.

In contrast to the great amount of information on vibra-  ass et af7 also observed the hot-band transitionveE
tional relaxation of the first vibrationally excited state ofthe 1 . 5 5t cO on Ru(001) by intense broad band-IR pump
CO v, mode on metals described earlier, very little iS 444 SFG probe measurements and determined the anharmo-
currently known on higher vibrationally excited states. This nicity constant from the frequencies of both the fundamental

is due to serious sensitivity problems of vibrational spec- 4nq'the hot-band transitions. Note that the high sensitivity
troscopy for adsorbaté$.% The intensities of overtone bands ¢ this method allows detection as low as 0.001 ML of CO.

are typically 2 or 3 orders of magnitude weaker than those The fwhm of the fundamental transition is 8.4 cmwhile
of fundamental bands. Overtone spectroscopy is made Veryinat of the hot band is 14.5 crhat a coverage of 0.04 ML.

difficult by the inherently small transition probabilities in  Ajthough saturation due to intense IR excitation pulses affects
addition to severe limitations on the detection sensitivities g |ine shape of the SFG spectra, the large line width of

of conventional vibrational spectroscopy methods, such asine ot band implies that the= 2 vibrational state relaxes
high-resolution electron energy loss spectroscopy (HREELS) mch faster than the lowest excited state. The temperature
and IRAS. o dependence of the dephasing of the= 1 — 2 transition
Despite the difficulties, Jakob has successfully observed was further investigated to extract pure dephasing contribu-
the overtone of the; band of CO* and the combination  tjons? As a result, despite the marked difference in the line
band ofv; and the Ru-CO stretching mod® of («/C_S X width, the contribution to the line width from anharmonic
Jé)co on Ru(001) by IRAS. The anharmonicity of the coupling to the low-frequency frustrated translational mode
mode was found to be about 40% larger than that for gas-is identical for bothy = 0 — 1 andv = 1 — 2. Since
phase CO, which makes it possible to form a well-defined anharmonic coupling is expected to be larger for higher
two-phonon bound state outside the continuum of delocalized Vibrationally excited states, it is rather surprising that the
states. anharmonic coupling between the internal CO stretching
The line width of the overtone of; increases rapidly with ~ mode and the low-frequency modes is independent of the
increasing surface temperature, compared with that of thedegree of vibrational excitation iny. Information on
fundamental band. This is attributed to the decay of the anharmonic coupling of highly excited vibrational states of
localized two-phonon bound state into single phonon states. adsorbates is still very rare. Thus, we need to await more
Jakob and Perss¥nperformed a detailed analysis of the Works to answer the questions including how anharmonic
vibrational line shape of the combination and overtone bands.coupling depends on vibrational quanta and modes.
They found that dynamic lateral interactions cause severe Hess et af? demonstrated delocalization of the localized
line shifts of the overtone bands. The anharmonicity of the CO-stretching vibration on Ru(001) by measuring SFG
v, mode was revised to be 27 chwhen the lateral spectra as a function of CO coverage. As shown in Figure
interactions were taken into account. Furthermore, they 3, both the fundamental and the hot bands are discernible at
showed that the energy relaxation rate for the overtone is0.006 ML, but the hot band decreases with increased
twice as large as for the fundamental band, while the pure coverage and the two bands merge into a broad single peak,
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COIRU001) | oxchangs modet: model. Thus, it was concluded th_at the vibrati_onal energy
95K ochaton transfer among CO on Ru(001) is well explained by the
_ M time, v, Forster model.
F 0.025 ML 12p8 | _ Similar measurements were performed for CO adsorbed
£ ,./\_OML yal\ 2008 | 3 on Ir(111) by King and co-worker$? A striking difference
2 - 25p| 2 to CO on_Ru(OOl) is th_e coverage at which the hot band
o ’A— 2 transition is no longer discernible, i.e., 0.11 ML on Ir(111)
@ M Ll g in comparison with 0.025 ML on Ru(001). Thérster model
5 0.013 ML M ASpst e predicts the rate of energy transfer to be (8.9 ps} 0.24
0.008 ML © ML. Although the lifetime for CO on Ir(111) is not known,
Al S TR bt ! if it is assumed that vibrationally excited CO on Ir(111)
1900 1950 2000 2050 1850 2000 2050 decays with a similar rate as 0.3 ML CO on Pt(11%),e.,
IR frequency [cm ] IR frequency [cm ']

_ (2 ps)?, this transfer rate seems much slower than the energy
Figure 3. SFG spectra of the; mode of CO on Ru(001) as a decay to the substrate. Since merging of the fundamental
function of coverage at 95 K. The left panel depicts the observed gnd hot bands occurs on the surface at much higher coverage,

spectra, showing that the = 1 — 2 hot band decreases and p
disappears at a coverage of 0.025 ML. The right panel depicts thethIS calculated slow exchange rate appears reasonable for

spectra simulated by the exchange model for varying excitation thiS System. The frequencies of both fundamental and hot
residence times. Reprinted with permission from ref 101. Copyright bands show significant blue shifts at 0.08 ML, indicating
2001 American Institute of Physics. that dipole-dipole coupling occurs at this coverage. This
coverage is well below that at which the two transitions
indicating that a transition from the discrete vibrational merge. In contrast, blue shift occurs on Ru(001) at ap-
energy structure to a continuum of states takes place at aproximately 0.05 MLt which is larger than the coverage
coverage of CO as low as 0.025 ML. The spectra were well of 0,025 ML at which merging of the hot band with the
fitted by the spectral line shape function of the exchange fundamental band is completed. Thus, King and co-workers
model®*%®and the hopping rate of the vibrational excitation rajsed the question as to why the two bands merge before
was estimated to be less than 25]p$ater revisetf’to 1.2 d|p0|e—d|po|e Coup“ng occurs for CO/Ru(OO]_) Currenﬂy,

ps *. This indicates that vibrational energy transfer among it is not clear why CO behaves differently on these surfaces.
adsorbates is as effective as energy decay into the substrate.

Vibrational energy transfer within adsorbates owing to °-4. Inter-Adsorbate Interactions

dipole—dipole interactions on Ru(00%} was further mod- As discussed in the previous subsection, inter-adsorbate
eled by a Fester-type energy transfer mechani&thThe interactions become effective as the adsorbate coverage
rate of energy transfég ., from an excited donor dipole to  increases. The interactions manifest as changes in the shape
an unexcited acceptor dipole can be written as of vibrational spectral lines and the relaxation rates. However,

it is difficult to disentangle the contributions to the inter-
/czﬂdzptaz o adsorbate interactions from these changes. Two-dimensional
Kia="7237 5 .Jo G(")0()dv (58) (2-D) vibrational spectroscopy using/& nonlinear optical
4n’e;"hier process has been investigated theoretit&IKefor extracting
. information on the intra- and inter-adsorbate vibrational mode
whereeo, h, andc are the vacuum permittivity, Planck’s  couplings. 2-D vibrational spectroscopy has previously been
constant, and the velocity of light, respectively, and ua applied to probe coupling of vibrational modes in liqufds
are the absolute values of the transition dipole moments of g proteirios
the donor and acceptarijs the distance between the dipoles, Bonn and co-workers demonstratedH R —visible SEG
the normalized homogeneous line shapes of the donor andyf Figure 4 shows conventional fRiisible SFG spectra. The
acceptor vibrations, respectively, ant a geometric factor.  gpectral line of the CO stretching vibration is strongly
As cited earlier, since the absorption line of themode of  enhanced compared with the nonresonant background. An
with a homogeneous width afviom the spectral overlap  the |ower panel. This sharp peak cannot be due to the
integral can be replaced bys@vnom This leads to overtone of thev; mode, since the overtone should appear
. at 3940 cm? because of its anharmonicity. The frequency
Ky o= 3.01x 10" (59) of 4040 cnt?! is twice the frequency of the fundamental
a r® transition at 2020 cmt. Furthermore, the temperature
dependence of the frequeneyand the widthdw of the line
with r in A. For # = 0.025 ML, where the transition from  can be described quite well with = 2 x wo; anddw = 2
localized vibration to delocalized phonons is completed, the x dwo1, Wherewo; anddwo; are the frequency and width of
rate of energy transfer is estimated to be (80 pwjith an the fundamental transition, respectively. The peak at 4040
average distanc@= 17 A. This is much slower than the  cm™ could be due to two cascadg® processes. However,
value of (1.2 ps)! obtained from fitting with the exchange this is unlikely, because the radiated+Risible SFG field
model. However, there will be a statistical distribution of is too weak to be able to create a cascadedIR-visible
the intermolecular distances. Thus, molecules close to eachsignal. Furthermore, the cascaded processes cannot explain
other contribute largely to energy transfer owing to the the observed coverage dependence. Thus, this peak is
dependence. Considering the statistical distribution of inter- interpreted in terms of twe = 0 — 1 transitions due to a
molecular distances on the surface, the averagelkatg ] direct y® process as follows.
was estimated to be (0.3 p3) This value is in reasonable Theoretically this process is described as a four-wave
agreement with that obtained from fitting with the exchange mixing process with the third-order nonlinear susceptibility
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IR frequency (cm'’) Figure 5. TRSHG trace from native-oxide-covered GaAs(100).
Left inset: oscillatory part in the TRSHG trace. Right inset: Fourier
2 \ilj power spectrum of the oscillatory part. The oscillatory modulations
2 r SFG (~605 nm) are due to local interfacial coherent phonon modes. Reprinted with
jg permission from ref 36. Copyright 2000 Elsevier Ltd.
o IR . . . . .
= <32 0.33 ML CO Readers interested in this subject should refer to the review
> T x104 of Dekorsy et aPf® Usually, bulk coherent phonons are
2 |l detected by time-resolved liner reflectivity. However, TR-
& SHG has been used to monitor coherent phonons at surfaces
& F and interfaces. The usefulness of this technique is because
= SHG is sensitive to those regions where inversion symmetry
3800 3900 4000 4100 4200 is broken as described in Section 4.1. This section describes
(IR+IR) frequency (cm™) coherent surface phonons at semiconductor surfaces and

Figure 4. Upper panel: Conventional IR-visible SFG spectrum buried interfaces. In addition, we describe theoretical inves-

of thev, mode of 0.33 ML CO on Ru(001) taken at 95 K, together tigations on the flipping motion of Si dimers on Si(100).
with the nonresonant SFG signal from the bare surface. Lower

panel: IR-IR—visible SFG spectrum from the same surface, as

well as from the bare surface. The peak around 4040cis 6.1. GaAs Surfaces

assigned to twm = 0—1 transitions. Reprinte_d with p_ermission TRSHG was first applied to GaAs surfaces by Tom and
from ref 109. Copyright 2001 American Physical Society. co-worker§s and proved to be very versatile for the
%®. Namely, let, m| be the stretching vibrational states investigation of coherent motions of ions near the surface
of jth andkth CO. Then, one IR field resonantly excites the and interface regions. This method also has been applied to
stretching mode of thgh CO, [0, 0 — 1, 0, and the second ~ Vvarious GaAs surfaces in ultrahigh vacuum conditions,
IR field excites the stretching mode of théh CO, 1, 0 — including GaAs(110)-(1x 1), -(1 x 6), (4 x 6) and -(4x

[1, 1. The visible field with frequencyys then interacts ~ 1).***>*?°and GaAs(100)-c(8« 2).1"

to create a third-order nonlinear polarization at a frequency ~ Figure 5 shows a TRSHG trace taken from a native-oxide-

of 2 x w1 + wvis. The resonant part gf® is expressed as ~ covered GaAs(100) surfaé&The oscillatory component is
superimposed on the background signal with a steep rise and

1 = Z(82(19/8Qjan)O(ayglan)O(ayglan)o X slow decay. The background signal originates from the carrier
dynamics: the rapid rising edge is due to carrier injection
[0, 0QQy/1, 1M, 1[0, 10, 1QyJ1, 1] and rapid carrier-induced screening of the depletion field in
o = 200, + 20w)) (01 — oy 10wy the bulk. The oscillatory part and its Fourier power spectrum
(60) are depicted in the left and right insets, respectively, and
show the manifestation of a local interfacial coherent phonon
Here, Q is the vibrational coordinate of thigh molecule, ~ mode. The peak is significantly reduced by*Aon sput-

and oy is the collective polarizability of the system in the tering and annealing, indicating that TRSHG s sensitive to
ground electronic state. Thug® is nonzero only if two ~ the coherent phonon modes in a few monolayers of the
different CO oscillators on the surface couple with each other surface. A similar surface sensitivity also has been demon-
via anharmonicity to affect the electronic polarizability. The strated for GaAs(100)-c(& 2).*’ o _
term (20,/0Q;0Qy) is proportional tory 3, wherery is the As pointed out in Section 3.5, the excitation mechanism
distance between the oscillators. Thus, the signal is domi-for coherent phonons observed on those semiconductor
nated by neighboring CO adsorbates at short intermolecularsurfaces is attributed to DECP associated with carrier-induced
distances. screening of the depletion field. In fact, the Fourier power

Although this type of spectroscopy is very powerful for spectrum of the oscillatory part in a TRSHG signal depends
extracting interactions between adsorbates, applications toon pump fluence, i.e., the injected carrier density. The
adsorbate systems are still scarce. Thus, it is highly desirableoscillatory part can be decomposed into three components:
to develop 2-D spectroscopy on various adsorbate systems3.80 (293 cm'), ~7.6 (250 cm?), and ~8.4 THz (280

for a more detailed understanding of vibrational couplings €M™ ). The 8.80-THz (293 cm) mode is the well-known
among adsorbates. bulk LO phonon mode at thE point. Since GaAs crystals

, lack inversion symmetry in the bulk, SHG is not confined
6. COhefe”f Phonons at Semiconductor Surfaces at their surfaces},/. In thi)s/ study, 850 and 425 nm radiation
and Buried Interfaces are used as the fundamental and second-harmonic, respec-
Extensive studies have been done on coherent phonortively. Thus, the experiments are sensitive to the 15-nm-
generation and detection in bulk materig#g?31,3341.43 1125 thick topmost layer, mainly determined by the optical
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attenuation of 425 nm light in the bulk. The intensity of the
~7.6-THz (250 cm') mode increases with injected carrier
density, which is consistent with the LO-phonreglectron-
plasmon coupled modé® The mode at-8.4 THz (280 cm?)

is assigned to a local interfacial mode confined to a few
monolayers of the interface.

This method provides a way of monitoring modifications

to the surface due to adsorbates. Tom and co-woik&fs
have investigated spectral changes upon oxygen exposure. r . 0510152025390
As a clean surface is exposed to oxygen, the 8.2-THz (270 0 1 2 3 4
cm~1) mode grows, while the other modes remain constant. Delay Time (ps)
Thus, this mode is characteristic of clean and oxidized layers. T —
The progression of Fourier power spectra obtained from
TRSHG traces as a function of oxygen exposure indicates
that this method has submonolayer sensitivity to chemical
and structural changes associated with adsorbates.

Chang et al?® investigated coherent phonons near the
surface region of InN by TRSHG. A coherent phonon mode
at 13.4 THz (447 cm') was assigned to the longitudinal
optical phonon and plasmon coupling mode. The coherent
phonon shows cosine-like behavior, indicating that it is
driven by a displacive force. The phonon amplitude was
measured as a function of the anglef the polarization of ) )
the pump pulses with respect to the crystal axis. If the Figure 6. (a) TRSHG trace of a GalnP/GaAs/GalnP single

coherent phonon is excited by the ISRS process, the phono uantum well. The oscillatory component is shown in the inset.
litude i ted to sh lar d d, e b) Fourier power spectrum of the oscillatory component of TRSHG
amplitude 1S expected to show angular dependenain- trace (curve A), spontaneous Raman scattering spectrum (curve B),

(29) + B, whereA andB are constants. However, the phonon  and spectrum from time-resolved reflectivity change measurements
amplitudes do not depend @n Thus, the excitation of the  (curve C). Reprinted with permission from ref 131. Copyright 2004
coherent phonon is dominated by DECP associated with American Institute of Physics.
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transient electric field screening. LO-plasmon coupling mode in the GaAs buffer layer&.0
. ) . THz (270 cm1Y). These assignments are based on the fact
6.2. Buried Interfaces in Semiconductors that transient reflectivity change provides information on bulk

Recently, TRSHG has been applied to buried interfaces phonons, while spontaneous Raman scattering only gives

of GaP Schottky diode’s° and GalnP/GaAs/GalnP single Raman-active modes. The peak at 9.4 THz (310°9m
quantum welld3! In GaP Schottky diodes, a coherent appears clearly in the TRSHG spectrum and slightly on the

longitudinal acoustic phonon (122 GHz, 4.07 dinwas shoulder in the Raman spectra and is attributed to a phonon
observed in addition to a coherent longitudinal optical phonon mode at the interface of GaAs/GalnP in the quantum wells.
(12.2 THz, 407 cm?) in the near surface region of GaP. o . .

The coherent acoustic phonon is created at the metal 6.3. Buckled Silicon Dimers on Si(100)

semiconductor interface by transient thermal strain. The Silicon is a basic material for electronic device technology.
pump power and polarization dependence of the optical As miniaturization of electronic devices proceeds, coupling
phonon were measured. If displacive excitation by photo- of electrons and phonons in addition to electr@fectron
excited carriers is responsible for the coherent optical phonon,scattering at surfaces and interfaces increasingly determines
the phonon amplitude should increase quadratically with device performance. In this context, coherent surface phonon
pump power, since carriers are created by the two-photondynamics are useful to explore the electrginonon coupling
process with a pump pulse of 1.56 eV. However, the phonon at silicon surfaces. Carrier dynamics at various semiconductor
amplitude increases linearly with pump power, which surfaces was reviewed by Haidg¥tand more specifically
excludes displacive excitation by photoexcited carriers. The those at a Si(100) surface have been investigated recently
phonon amplitudes clearly depend on the angle of pump by time-resolved 2PP£3 and five-wave-mixing spectro-
polarization with respect to the crystal axis. From an analysis scopy3* Moreover, generation of bulk coherent phonons and
of the polarization dependence, it was concluded that ISRSsubsequent dressing of the phonons by eleettmie pair

and DECP associated with transient electric-field screening excitations have been investigated by time-resolved reflec-
are responsible for creating the optical phonon. tivity measurements with 10-fs laser puldés.

Coherent phonon modes of GalnP/GaAs/GalnP single A Si(100) surface has characteristic buckled Si dimers as
quantum well¥were also investigated by TRSHG, together a result of surface reconstruction. The origin of the buckled
with spontaneous Raman scattering and time-resolved re-dimers is understood by rehybridization of the orbitals of Si
flectivity change measurements. Figure 6 shows a typical dimers. The dangling bonds rehybridize into an unoccupied
TRSHG trace and the spectra obtained from this trace. Six p-like orbital and an occupied dangling-bond orbital with a
phonon modes are assigned to GaP-like LO phonons atsomewhat larges-character. This can be viewed as sym-
~11.5 THz (384 cm?), InP-like LO phonons at+10.7 THz metry breaking by a Jahn-Teller effect. This reconstruction
(357 cn1l), an LO-plasmon coupling mode in the InGaP leads to changes in the band structure of the Si(100) surface
barrier at 10.0 THz (334 cm), interfacial phonons in the  from metallic to semiconducting.

GaAs/GalnP hetero-interface at 9.4 THz (310 &nLO When an electronic transition between the occupied and
phonons in the GaAs well at8.8 THz (290 cm?), and an the unoccupied states of dimers takes place, the buckled Si
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dimer structure is expected to be modified. If half of the
electrons in the occupied band were excited into the
unoccupied band, the dimer structure would be changed from
a buckled configuration to a symmetric one. Even in weaker
excitations, the vibrational motion of the buckled dimer
would be excited. Unfortunately, no experimental results
have been reported on coherent vibrational excitation of Si
dimers by ultrafast laser irradiation; it has only been studied
theoretically!3®

The calculations are based on time-dependent density

functional theory combined with Ehrenfest dynamics for
nuclear motion. The dynamics of a Si dimer was simulated

when the surface is excited by a 25-fs Gaussian-shaped laser

pulse. The dimer starts oscillating by changing the buckled
angle from 19 to 5° associated with the change of the dimer
bond length. During the first 250 fs, the kinetic energy is
preferentially concentrated in the dimer oscillating motion.
Although the buckled dimer structure is not completely
flipped, this simulation indicates that electronic excitation
of the dangling-bond states with short laser pulses induces
vibration of the buckled dimer. The total energy deposited
in the supercell amounts to 16 eV, corresponding to 0.7 eV
per Si atom. The threshold fluence for ablation of sili&8n

is 0.52 J cm?i.e., ~6 x 1075 eV per atom, which is far
below the cohesive energy of bulk silicon. Thus, although
this molecular dynamics simulation suggests that the excita-
tion of the vibration of buckled dimers on Si(100) is feasible
by laser pulses with a duration of 25 fs, it is difficult to realize
this without ablation of surface atoms.

7. Coherent Phonons of Adsorbate —Substrate

Modes on Metal Surfaces

Alkali-metal atoms on metal surfaces are one of the
simplest chemisorbed systems and are useful for many
applications, including promotion of catalytic reacti&iis'4°
and enhancement of electron emissitin4® The electronic
structure of alkali adsorbates on metal surfaces strongly
depends on the alkali coverage. Thus, alkali-atom adsorption
systems provide a good opportunity to investigate how
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Figure 7. Approximate phase diagram of K on Pt(111) observed
by LEED. Reprinted with permission from ref 157. Copyright 1988
Elsevier Ltd.

structural changes of Li-covered Cu(001) and Cu(110) sur-
faces as a function of coverage by low-energy electron dif-
fraction (LEED) and scanning tunneling microscopy (STM).
Since we only discuss alkali adsorption systems on flat (111)
surfaces, we briefly describe the geometric structures of K
on Pt(111) as a representative example.

Figure 7 shows a phase diagram of K adsorption on Pt-
(111) obtained from LEED pattern observatiéhsBelow
T ~ 200 K, for which coherent surface phonon measurements
described in Section 7.3 have been conducted, K adsorbates
show distinct superstructures, depending on the coverage.

In the narrow coverage range aroute: 0.14 ML, the 6/7

X ﬁ)R19.l° structure appears. In the coverage range 0.2
< 6 < 0.4 ML, the LEED pattern changes to diffraction
rings, indicating a reasonably well-defined nearest-neighbor
distance but no long-range rotational correlations in these
dispersed overlayers. As the coverage increases, hexagonal
superstructures appear, including ¢ 2) and 6/§ X
«/§)R30°. As discussed later, the formation of the super-

coherent motions of alkali atoms are created and evolve undestructures allows the observation of coherent surface phonon

very different electronic configurations. Coherent motions
of alkali atoms have been recently investigated in two
different coverage regimes. For the low coverage regime,

modes of the metal substrate in addition to the stretching
mode of alkali atoms with respect to the metal surface.
Knowledge of the electronic structure of alkali-atom-

motion in alkali-atom-induced electronically excited states
by interferometric time-resolved two-photon photoemission
(ITR-2PPE)!3144146 For the high coverage regime, Matsu-
moto and co-workers have investigated coherent vibration
of the stretching mode of alkali atoms by TRSH&:147149

In this section, we describe coherent motions at metal
surfaces induced by femtosecond-laser irradiation.

7.1. Geometric and Electronic Structures of
Alkali-Atom Adsorbates on Metal Surfaces

The geometric and electronic structures of alkali atoms

mechanism for coherent motions under femtosecond-laser
pulse irradiation. It is well-known that the work function of
metals is greatly affected by alkali-atom adsorption. The
work function of a bare metal surface decreases significantly
at low coverages. As the coverage increases, the work
function increases slightly and levels off eventually at higher
coverages. The traditional explanation of this behavior was
given by Gurney>8In this picture, partiat-electron donation
takes place from alkali atoms to the metal surface at low
coverages and thereby the bonding of the alkali atom with
the metal becomes ionic. This makes a large dipole layer
responsible for the significant decrease in the work function.

on metal surfaces have been extensively studied, and manyAs the coverage increases, repulsive dipa®ole interac-

reviewsg3%150-153 have been written on this subject. Alkali-

tions become prominent and mutual depolarization of the

atom adsorbates show a variety of adsorption structures ondipoles decreases the net charge of the charge-transfer per

metal surfaces, depending on the combination of alkali atom

adatom. At high coverages, the orbital overlap of the alkali

and metal substrate, the alkali atom coverage, and the surfacatoms is large enough that the alkali overlayer becomes
temperature. These structures have been reviewed compremetallic. On the other hand, a covalent picture has been

hensively by Diehl and McGrat?3 Tochihara and co-work-
erg®+ 156 have conducted detailed studies on the complicated

proposed, in which significant charge redistribution takes
place within the alkali atoms to form dipolé¥. In this
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Figure 8. Energy levels of a Na-covered Cu(111) surface as a found in the case of Na on Cu(11%): .
function of Na coverage observed by 2PPE. The coverage denoted |TR-2PPE provides both the population decay and dephas-
here is normalized by the saturation coverage of 4/9 ML. The ing time of electronic coherent polarization created by a
vacuum level is indicated by the solid line. The inset shows the pump pulse. Two femtosecond pulses, the pump and probe,

region of small coverage. Reprinted with permission from ref 161. whose optical phases are locked, are irradiated onto the Cu-
Copyright 1994 Elsevier Ltd. (111) surface covered with Cs. The pump pulse with photon
energy resonant with the SS A transition creates coherent
polarization. A delayed probe pulse interacts with the created
coherent polarization of the system. Figure 9 shows a typical
interferometric two-pulse correlation trace. When the photon
energy is off-resonant, the excited state is virtual, so that an
ITR-2PPE trace just shows the interference patten of the two
pulses. On the other hand, an ITR-2PPE trace for resonant
excitation is broader than the autocorrelation trace, revealing
the phase relaxation of the created coherent polarization and
the population decay of the A state.

The ITR-2PPE traces are simulated by an optical Bloch
equation formalism which describes the optical coupling of
multiple electronic states. The optical Bloch equations of a

picture, the net charge of the alkali atoms does not change
with coverage. Although these pictures are apparently very
different, the determination of the net charge of the alkali
atoms is somewhat arbitrary. Thus, it appears that the
distinction between the two pictures of charge redistribution
is rather semantic.

Fischer et at®61studied the electronic structure of Na
on Cu(111) as a function of Na coverage by 2PPE, as shown
in Figure 8. At saturation coverage, the Na overlayer has a
hexagonal (3/Z 3/2) structure, corresponding to a coverage
of 6 = 4/9 ~ 0.44 ML 1%? Note that the coverages shown in
Figure 8 are normalized by the saturation coverage. A series
of unoccupied states near the vacuum level follow the work s
function change&! Furthermore, an adsorbate-induced state :)h;ﬁ%rl}e\éﬁlthsgﬁﬁg s(ig?es}srgggelzfcti)sﬁ vcévaen(cjo;r}cienl?ljerf(:ﬁad
was also identified in the 2PPE measurements. While the : . . .
adsorbate-induced state is unoccupied at low coverages, thi§°|ve? for the tlfme-mtegraéed dp‘;P“Li‘tl'gg“ of the final state
state is stabilized and located beld at high coverages. as a function of pumpprobe delay**®* Parameters in-

Thus, the 2PPE studies clearly show that the bonding naturevOIVeOI in the simulations are the energy levels of the

changes with coverage. In the following subsections, we electronic states, the laser detuning energy with respect to
describe the electronic structure and coherent nuclear motion
created by femtosecond-laser-pulse irradiation in the two
coverage regimes.

each optical transition, and the phase and energy relaxation
Yimes. The simulations of ITR-2PPE traces gives a phase
relaxation time of 15 fs and population decay time of 50 fs
at a surface temperature of 33'#;1*5which is substantially
7.2. Ultrafast Nuclear Dynamics at Low 'r‘;g%ft;ghzgr}ig;fl%?”'a“°” decay time of 15 fs at 300 K
Coverages The long population decay time of the antibonding state
Petek and co-workers have investigated the wave packetis due to a barrier for electron decay into the bulk because
motion of Cs on a potential energy surface associated withthe A state is in the, p-inverted band gap at tHe point. In
the transition from the occupied surface state to the Cs-fact, the lifetime of the A state is significantly shorter on
induced excited surface state using ITR-2PPE spectro-Cu(110), which does not have a band gap atIthgoint.
scopy!3144-146 The electronic structure of Cs-covered Cu- Borisov et al%¢1%7 calculated the lifetime of the A state
(111) at low coverage was first characterized by 2PPE. Ontheoretically using the coupled angular mode and wave
a clean Cu(111) surface, an occupied Shockley-type surfacepacket propagation methods, showing that the lifetime is
state (SS) exists at 0.39 eV beld. When Cs is adsorbed  longer than that calculated for free-electron metal surfaces.
on this surface, a new resonance peak appears in the 2PPEhus, the Cu(111) projected band gap along the normal to
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the surface causes a barrier for resonant electron transfer fromfunction of Na coverage. The occupied and unoccupied states
the A state to bulk bands. of Na on Cu(111) have also been observed by 8t&t 0

An intra-atomic hybridization model is useful for under- = 0.27 ML, the derivative of the tunneling curreritdy as
standing the nuclear dynamics associated with the electronica function of bias voltage clearly shows that the quantum
transitions of the alkali-atom adsorption system in the low Well states are located &; ~ 0.4,E; ~ 2.0, andEs ~ 2.9
coverage regim&s166|n this model, when Cs approaches €V aboveEe. In addition, photon emission & = 1.7 eV
the metal surface, the 6s and 6p orbitals of Cs are stronglywas observed when the sample bias was adjusted such that
hybridized, resulting in two hybridized orbital$6s + 6p,[] an electron was injected into the upper quantum well state
and|6s — 6p,[] The electron density is concentrated at the atEz~ 2.0 eV. The emitted photon energy is consistent with
vacuum side for the former orbital and at the surface side the energy of the interband transition frdga to E;.*"®
for the latter with respect to the Cs atom. Thus, the upper Energy dispersion along the parallel momentum of the
|6s+ 6p,state is antibonding, whereas the loviés — 6p,] lower gquantum well state was measured by IPE&nd
state has a bonding nature. Thus, excitation to the antibonding2PPE° The IPES spectrum at a coverage of 0.25 ML
state by an ultrafast laser pulse significantly weakens the showed that the unoccupied state at 0.4 eV exhibits a nearly-
Cs—Cu bond, so that a nuclear wave packet associated withfree-electron-like feature. By angle-resolved 2PPE, the
femtosecond-pulse excitation is created on the repulsiveeffective electron mass in the occupied state was evaluated
potential energy surface of the excited state. to be 1.3+ 0.1 at saturation coverage of 0.44 ML.

When the photon energy is tuned to the resonance Carlsson and Hellsiri¢f performed first-principles calcula-
transition of SS— A, the two-pulse correlation consists of tions of the electronic states of Na on Cu(111) in two
a fast decay of the coherent polarization and a slower, different adsorbate structures: ¥22) and (3/2x 3/2). They
strongly energy-dependent, nonexponential decay. This non-found that Na-induced bands are located at 0.45 and 2.36
exponential decay corresponds to the antibonding stateeV aboveEr for (2 x 2) and 0.06 eV belovEr for (3/2 x
population dynamics. This feature is attributed to the 3/2). In fact, the two Na-induced bands for {2 2) were
desorptive motion of Cs atoms. The 2PPE spectra becomeconfirmed later by the STS measuremetitsThe local
broader and shift to lower energy over the delay time due to density of states of the occupied statd dtas a maximum
the evolution of the wave packet of Cs on the excited-state in the interfacial region between the Na overlayer and the
potential energy surface (see Section 9.1). The observedvacuum barrier and a smaller maximum at the interface
results provide information on the slope of the excited-state between the overlayer and the substrate. As expected, this
potential energy surface in the vicinity of the ground-state amplitude decays rapidly into the substrate. In addition, the
equilibrium distance. Although the adsorbate system is dispersion of the band along the surface plane, Ke- I’
excited to the repulsive antibonding state, the photodesorption— M is in good agreement with that determined by 2PPE.
cross section is estimated to be very low, i€2.4 x 1022 Thus, the experimental and theoretical studies have estab-
cn?. This contrasts sharply with the desorption cross section lished a very firm basis of the metallic quantum well states
of K from a graphite surfac®® 1.8 x 1072 cn?. The of Na overlayers on Cu(111). A metallic quantum well
difference may arise from both different potential energy should also be formed for other combinations of alkali-atom
surface topologies and nuclear masses. The extremely smaland metal substrate.
desorption cross section for Cs/Cu(111) indicates that the
slope of the excited potential energy surface is not steep 7-3.2. Coherent Surface Phonons

enough, so that a Cs atom cannot gain enough kinetic energy are we describe the coherent oscillation mode of alkali
for desorption before the excited state is quenched back t045ms induced by excitation between metallic quantum well
the ground state. In addition, the recoil motion of lighter CuU gtates. When a Pt(111) surface covered with 0.25 ML Cs is
atoms pushed by the he"?“’ygs atom may also be responsiblgaiated by 150-fs laser pulses at 800 nm, Watanabe'€t al.
for the small cross sectidit*® Thus, at this end, most of ~ haye found by TRSHG measurements that coherent vibration
the excited Cs atoms are quenched in the deep adsorptiony ihe cs-pt stretching mode is generated. Figure 10 shows
well and likely vibrate coherently. Indeed, coherent vibration TRSHG traces taken from clean and Cs-covered P{(111)
of alkali atoms in the adsorption well has been observed, asgfaces. The TRSHG trace from the clean surface shows
described in the next subsection. an instantaneous sharp rise immediately after the excitation.
o L This is followed by a rapid decaying componefat< 1 ps)
7.3. Coherent Vibrations in High Coverages and a slowly decaying onéq(> 1 ps). The TRSHG trace
. shows a very similar temporal response of the transient
7.3.1. Metallic Quantum Well States temperature of electrons. Thus, hot electrons generated by a
When the coverage of alkali atoms increases, the electronicPump pulse give major contributions to the TRSHG signals
structure and bonding nature change dramatically. At high at a clean surface.
coverages, the overlayer of alkali atoms forms a metallic  When the Cs coverage is increased, the second harmonic
quantum well confined between the vacuum barrier and the intensity is strongly enhanced by adsorption of Cs compared
metal substrate. The quantum well states of Na on Cu(111)with the clean surface. More importantly, clear oscillatory
have been investigated by inverse photoemission spectrosignals appear in TRSHG traces after the strong petak-at
scopy (IPESY/° 2PPE%161 and scanning tunneling spec- 0. The oscillatory part is well fitted by a single underdamped
troscopy (STS}’* 17 As shown in Figure 8 the alkali- oscillator with a frequency of 2.30 THz (76.7 cfh and a
induced state decreases in energy with an increase in Nadamping constant of 1.39 ps. The frequency of the oscillatory
coverage and crossés at 6 ~ 0.35 ML. In contrast to the  signal is close to those of the Cs-substrate stretching
alkali-induced state, unoccupied image states follow the vibrational mode of Cs/Cu(100) (55 c®)!?” and Cs/Ru-
vacuum level. Carlsson et H#F studied in detail the occupied  (0001) (54-72 cnr').2”® When Cs is replaced by K, the
quantum well state by high-resolution photoemission as a frequency of the oscillating mode is 4.7 THz (157 ¢jmat
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Delay Time (pS) Figure 11. (a) Amplitude of the oscillating component in TRSHG
Figure 10. TRSHG traces taken from (a) clean and (b) 0.25 ML traces and (b) relative second harmonic intensity of 800-nm probe
Cs covered Pt(111) surfaces. A clear oscillatory component of 2.3 pulses, measured for Cs/Pt(111), plotted as a function of Cs
THz is seen in (b). The vertical scales are normalized at each peakcoverage. The Cs coverage was defined by referencing to atom
of the TRSHG trace. Reprinted with permission from ref 147. density of the metal substrate. The first layer is completed at 0.41
Copyright 2002 Elsevier Ltd. ML (1 ML = 1.5 x 105 cm™2).

0.32 ML, which is also in good agreement with that of the
K—Pt stretching vibrational mode measured by HREETS.
Thus, these oscillating signals in TRSHG traces are attributed
to coherent vibrations of the alkali atom-Pt stretching mode.

7.3.3. Excitation Mechanism

As described in Section 4.3, a strong second harmonic
intensity of probe pulses is necessary to recover oscillating
signals due to nuclear coherent motions in TRSHG measure- A __ — . o
ments with reasonable signal-to-noise ratios, since this To00 05 10 15 20
technique relies on heterodyne detection. Alkali-atom- Delay time (ps)
covered metal surfaces satisfy this condition. Figure 11 showsrigure 12. Photon energy dependence of TRSHG traces taken from
variations in the second harmonic intensity of probe pulses a Na-covered Cu(111) surface. The Na coverage is the full coverage
at 800 nm for Cs on Pt(111), exhibiting peaksfat= 0.12 of 0.44 ML. The pump photon energy was tuned to (a) 2.1 and (b)
and 0.4 ML. The second harmonic intensity increases by 2.0 €V, while the photon energy of the probe pulses was fixed at
almost 2 orders of magnitude when Cs is adsorbed. These?1 €V-
remarkable enhancements in second harmonic intensity are ) ) ) ) )
commonly observed for alkali-metal adsorption systems on well characterlzed as described in the previous subsection
metal surfaces. The origins of the enhancement are attributedS€€ Figure 8). TRSHG traces were measured at the photon
to the local-field enhancement at the adsorbatcuum  €nergy of the pump pulses at 2.0 and 2.1 eV, while that of
interface and/or interband transitions between two-dimen- the probe pulses was fixed at 2.1 eV. At 2.0 eV, no
sional alkali-metal adsorbate induced staf@4st oscillatory signals were observed in the TRSHG trace, as

The initial modulation amplitudes of TRSHG traces are Shown in Figure 12. When the excitation energy was tuned
also plotted in Figure 11. Note that the variations in second © 2.1 €V, an oscillatory component due to coherent vibration
harmonic intensity are not necessary correlated to the Of the Na-Cu stretching mode at 5.4 THz (180 chwas
modulation amplitudes in TRSHG traces. Thus, not all clearly observed.
electronic resonance transitions that enhance second har- Resonant ISRS is a possible excitation mechanism for the
monic intensity are relevant to the creation of coherent coherent oscillation of Na, since a photon energy of 2.1 eV
vibration. is resonant to the transition from the adsorbate-induced

Although Cs adsorbates can create a metallic quantum wellquantum-well state at 0.4 eV belokt to the first image
at the Pt(111) surface similar to Na on Cu(111), the precise state. The excited-state relevant to the resonant transition is
energies of quantum well states are not known. Thus, we composed of an electron in the image state and a hole in the
have studied the excitation photon-energy dependence of theadsorbate-induced occupied state. Since the adsorbate-
oscillation amplitudes for Na/Cu(111) at the full Na coverage induced occupied state is most responsible for the bonding
(0.44 ML), since the electronic structure of Na/Cu(111) is of Na to the Cu substrate, the involvement of the excited

A SH (arb. units)
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state in the transition is very effective to make vibrational wherey. is an anharmonic coupling parameter and a
coherence with respect to the N&u stretching mode. vibrational quantum number. As the temperature increases,
Creation of holes in the adsorbate-induced occupied statetransitions from higher vibrational states contribute to the
also can be achieved by optical transitions other than thespectra, resulting in a mean transition energy of

resonant transition discussed in the last paragraph. Absor-

bance of bulk Cu substantially increases when the photon AE @ E@KT
energy changes from 2.0 to 2.1 eV, because the transitions AE(T) = L (63)
from the Cud-bands to empty bands right aboEebecome zve*E(”)’kT

significant at 2.1 eV. Holes created in thebands by the

optical transitions could be filled by electrons in the Under the assumption that all the contributions to the

adsorbate-induced occupied state of the metallic quantumvibrational coherence from the higher vibrational quantum

well by an Auger-type transition. Hence, holes can be created . . X
in the adsorbate-induced occupied state. Moreover, since thisnumbers overlap in-phase in TRSHG signals and that the

Auger decay can occur significantly faster than the oscillation vibriltiohngl dephas:lng rate dis ing%pend%gvglt_rt]ﬁ obser;]/ed
period of the Na-Cu stretching mode, the substrate excitation peax SNilts are well reproduced by €q bs with an anharmo-

Iso b ibl itati hanism for th h 1nicity parameter of. = 0.0054i_ 0.0006 andvo = 2.32+
gwsz?i/”aatz?gnle & possible exciiation mechanism for the coheren 0.01 THz. However, the dephasing rate cannot be reproduced

In either case, a displacive force is exerted todga  With the samége. Thus, the temperature dependence of the
oscillators, leading a cosine-like oscillation. In fact, the dephasing rate cannot be interpreted by a simple model that
oscillating components observed in the TRSHG traces are®Nly takes into account the anharmonic shift in the-€s
all cosine-like. More detailed measurements of excitation ViPrational frequency.
photon energy dependence are needed for a clear understand- The frequencies of parallel modes in a Cs adlayer on Cu-

ing of the excitation mechanism. (001) have also been determined fer®meV (0-40 cnT?)
) by helium atom scatterinf” The parallel modes of Cs on
7.3.4. Dephasing Pt(111) likely fall in a similar frequency range. Since the

Here we describe dephasing of the coherent vibration of frequencies are very low, they are populated thermally. Thus,
the alkali-atom stretching mode. As described in Section 5.2, anharmonic coupling between the €t stretching mode
the dephasing rate of coherent vibrations on a metal surfaceand parallel modes enhances the dephasing rate as the
is given by temperature increases. This pure dephasing is likely to be
the dominant mechanism of the temperature dependence of
y=1UT,=yt Yph T Vdep (61) the dephasing rate.

Vibrational relaxation at surfaces has been studied theo-
where yen and ypn are the dephasing rates by substrate retically for adsorbates such as carbon monoXicend
electror-hole pair excitation and by direct coupling to hydroged®!®interacting strongly with various metals. The
substrate phonons, respectively, anrghis the pure dephas-  theory accounts for the experimentally observed relaxation
ing rate due to anharmonic coupling to low-frequency lateral rates of vibrational modes of the adsorbates whose frequen-
modes or substrate phonon modes. cies are higher than those of bulk phonon modes. The theory

The yen contribution to the total dephasing rate should be has been extended to apply to the low-frequency modes of
substantial, since alkali-atoms interact strongly with metal adsorbates, where the resonance frequencies of the adsorbate
substrates. Since the frequencies of the alkali-atom stretchingmodes are below the highest phonon frequency of the
modes are below the maximum phonon frequencies of bulk sypstratés® The theoretical estimates are in reasonable
Ptand Cu, the contribution o to the total dephasing rate  agreement with observed values for adsorbates interacting
should also be substantial. Since these dephasing rates argeakly with metal substrates such as saturated hydrocarbons
insensitive to surface temperature as ang as the V|br'at|onalOn metals. However, it has been tested only for weakly
mode can be treated as a harmonic oscilléttiie dephasing  interacting systems, not for strongly interacting adsorption
rate of the alkali-atom stretching mode should not strongly systems. Thus, it is desirable that the theory be tested for

depend on surface temperature, unless pure dephasing igihrational modes of adsorbates strongly interacting with

eff\?vctive. be et dlfound that the f d deohasi substrates, as in the case of alkali-atoms on metal substrates,
atanape et alfound that the frequency and dephasing 4se frequencies are in resonance with bulk phonons.
rate of the Cs Pt stretching mode strongly depend on surface

temperature. As the temperature increases, the frequency; 3 5 Effact of Substrate Electronic Excitation

decreases and the dephasing rate increases. Therefore,

although electrorthole pair creation and phonon emission  As the fluence of the pump pulses increases, substantial

contribute to the vibrational relaxation, pure dephasing plays electron-hole excitations take place in the metal substrate

an important role in the dephasing process. in addition to resonant excitation between the metallic
As in the case of CO on metal surfaces described in quantum-well states. Femtosecond-laser pulse irradiation

Section 5.2.2, Watanabe et al. examined whether the varia-creates nonthermalized electrons. The maximum electron

tions in the central frequency and dephasing rate can betemperature of the substrate is rapidly established after

interpreted by hot bands as the temperature increases. Whethermalization by electronelectron scattering. This ther-

a Morse potential function is adapted along a—® malization takes place usually within the femtosecond-laser
coordinate, the transition energy between the adjacentyise owing to effective electrerelectron scattering. Be-
vibrational levels is given by cause of the small heat capacity of the electrons, the

maximum electron temperature can be far above the melting
AE, = fiwg[1 — 2y (v + 4)] (62) point of the substrate lattice. Then, it decays with a time
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Figure 13. Electronic structure of Gd(0001). The occupied bands
are observed by photoemission and the unoccupied bands are
observed by inverse photoemission and scanning tunneling spec-
troscopy. Indicated are the two main absorption channels for 1.52-
eV pump photonsd) and the second harmonic probing scheme
(2w). Reprinted with permission from ref 185. Copyright 2003
American Physics Society.

constant of~1 ps after the pump pulse as a result of
electron-phonon coupling. Since the dephasing times of the

coherent vibrations of alkali-atoms are in the range 621 44 ﬁ o)

ps, the coherent vibrations dephase while the electron

temperature in the substrate is very high. 00 05 10 15 20 25 80
The pump-fluence dependence of alkali-atom coherent pump-prcbe delay (ps)

vibration has been measured for Cs on PY(IHI]is the Figure 14. Coherent (a) even and (b) odd second harmonic fields
flue!’lcg Increases, the initial modulatlo_n amplitude of the obgtained from TRSI-(|G) measurer(ngnts. Incoherent background
oscillating signals in the TRSHG traces increases, and a fastsignals are subtracted. The inset displays the Fourier transform of
dephasing component becomes appreciable. This componerte oscillatory signals. Reprinted with permission from ref 186.
has a dephasing time of 0.7 ps, and its center frequency isCopyright 2005 Optical Society of America.

redshifted by~0.1 THz from that obtained at low fluence.

The initial amplitude of the fast component increases an occupied majority (spin-up) and an unoccupied minority
nonlinearly with the fluence. Since the electron temperature (spin-down) component arourigk. At 100 K, the splitting

is greatly raised in the time domain where the fast componentbetween the two statesis600 meV and the occupied spin-
dominates, the fast component likely originates in interactions up state is located at 160 meV bel&u!8* The onset of the

of hot electrons with adsorbates. As in the case of CO on transition between bulk and surface states startslab eV

metals described in Section 5.2.2, hot electrons may coupleat thel” point. Optical excitation at around 1.52 eV leads to
effectively with the lateral modes of alkali-atom adsorbates. wwo electronic transitions: (i) from the highest occupied

Since excitation of the lateral mode is expected to be due to minority-spin bulkd band (\,) to the minority-spin unoc-

el_ectron friction, this coupling should n_onlinearly inc_rease cupied surface state and (i) from the majority-spin surface
with the hot electron temperature. This accords with the state to a majority-spin unoccupied bulk state. These resonant
observed result that the amplitude of the fast dephasingiransitions induce coherent lattice vibrations perpendicular
component increases nonlinearly with the fluence of the g the surface plane. As in the case of alkali-atom covered
pump pulse. Thus, the pumjiluence dependence of the  ea) surfaces (Section 7), these resonances enhance the

dephasing of the Cs-stretching mode can be understood agyiface SHG and make TRSHG measurements extremely
being pure dephasing induced by coupling to the lateral gongitive to oscillatory signals due to coherent vibra-

modes. tions 185,186
. . Bovensiepen et dFf° have reported on coherent phonon
g'urc;ggeeéent Phonons at Ultrathin Metal Film and magnon dynamics at ferromagnetic Gd(0001) surfaces.

The measurements were carried out on 20-nm-thick ferro-
In the previous sections, we described the generation ofmagnetic Gd films epitaxially grown on W(110). The
coherent surface phonons by femtosecond-laser pulses andRSHG measurements were performed under a magnetic
their dephasing processes. In this section, we review studiedield of 500 Oe along the easy axis of magnetization oriented

on the coupling of coherent phonons to spin dynamics atin the film plane. A cavity damped Ti:sapphire oscillator
the surface of ferromagnetic Gd(0001). In addition to (35 fs, 1.52 eV) was used as a light source.
semiconductor surfaces (Section 6) and alkali-atom-covered g second harmonic intensity from ferromagnetic surfaces
metal surfaces (_Sectlon 7), TRSHG is also aversa_tne method;g composed of two fields, even and odd with respect to
for ferromagnetic Gd(0001) surfaces. These studies demon+,,qnetization revers#? The pump-induced modulations of
strate that coherent phonons can be used to drive the spi

: . the even and odd contributions in SHG signals reflect the
system in the THz regime.

dynamics of the electrons and magnetization at the surface,
. respectively:88 Figure 14 shows TRSHG traces for both the
\?VI%h (,\:A%h%rgrrg Surface Phonons and Coupling even and odd components after subtraction of incoherent
g contributions. The Fourier transform power spectra depicted
The electronic structure of Gd(0001) is depicted in Figure in the inset show the center frequency of 9.3 THz (97
13. A &d,? surface state of Gd(0001) is exchange split into £ 10 cnt?). The oscillatory part of the even component is
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due to coherent vibration of the surface plane with respect The opposite frequency shifts of the surface and bulk
to the underlying bulk, while the incoherent part is due to phonons as a function of delay time can be explained by the
elevated electron temperatures from electrelectron and electronic structure of Gd and the nonequilibrium electron
electron-phonon scatterings. The oscillatory signals are distributions around the ions. The optical excitation at 1.52
quenched by an yttrium overlayer deposition on the Gd eV creates nonequilibrium electron and hole distributions,
surface. This observation validates the assignment of thewhich generate coherent phonons as described earlier. In the
oscillatory part to the surface coherent phonon mi§eiéhe thermalization of hot electron gas, electrons are redistributed
temperature dependence of the coherent amplitude followsboth energetically and spatially. Because the majority
that of the effective spin polarization at the surfa®lhese component of the surface state is located closeftthan
findings confirm that electronic excitations involving the the unoccupied minority component, an elevated electron
exchange-split surface states are responsible for coherentemperature decreases the electron population in the majority
phonon generation. spin state more strongly than it increases the minority state
The electron density at the Gd(0001) surface is higher thanpopulation. This results in a transient decrease of the electron
that in the bulk, so that the surface layer relaxes inward. density at the surface. Conversely, a hot electron temperature
The optical excitation at 1.52 eV generates holes in the raises the electron density in the bulk. Since the electron
occupied majority band and populates electrons in the density determines the screened ion potential, the nonequi-
unoccupied minority band. Since the majority band is located librium electron distributions affect the oscillation frequen-
200 meV closer tdEr than the unoccupied minority band, cies. Thus, as the electron temperature decreases, the electron
the lifetime of a hole in the majority band (9 fs) is longer density at the surface or bulk increases or decreases to the
than that of an electron in the minority band (4 fs), as equilibrium value, respectively, resulting in blue shift or
evidenced by STS line width measurements at 8&*Khus, redshift of the phonon frequency.
screening of the photoinduced hole results in transient charge
redistribution, which drives the surface plane out of equi- 8.3. Photon Energy Dependence
librium along the surface normal. Consequently, displacive
excitation is believed to be the major cause of the observed
coherent phonon's®

A detailed TRSHG study on the photon energy dependence
of coherent surface phonon dynamics has been made in the
1k
The oscilatory part observed for the odd component is FEOI ety RS BECER LAt SO 08 BOS
due to magnon (spin wave) excitation at the surface thatphoton energy up to about 1.52 eV. This is due to the pump-

couples to surface phonoffS. The exchange coupling guduced opening of a new SHG channel associated with a

depends on the interlayer spacing: an increase or decreas ransition from the majority bulk band to the (normally
of the interlayer spacing leads to a decrea_se or increase Ooccupied) majority surface state. At higher photon energy
thr;ghee)icc:]eag?r%(z %cf)lﬁﬁgggétriec Sgﬁ;g'rv?rlmge?ﬁg'ggh'grgrll?\évfrrfgé e%he incoherent amplitude decreases because the large popula-
o ' ' . .+ tion of the minority surface state induced by the pump pulse
phonon osc!llatlon modulates the e>_<chz_ange coupllng periodi- reduces the dens?tly of the unoccupied inte?/medigte sFt)a?es for
cally to excite the _surfac_:e magnet|zat_|on para_me_tncally. resonant SHG. The coherent amplitudes of both phonons
I.nstead of the @splacwe charge-driven excitation mech- (even field) and magnons (odd field) show a similar photon-
anism for generation of the coherent phonons, an aIterna'uveenergly dependence of the incoherent amplitude. This con-
mechanism has been recently suggested which the g ihat the phonon excitation strength is proportional to

gu_mp-ltnhduce(ri] varlfltur)]n of the _fl:_rfaceﬂ?pln-polﬁnz_atlorj the difference between the densities of photoinduced holes
rives the coherent phonon excitation. 1his mechaniSm IS 5,4 gjactrons in exchange-split surface states.

based on temperature-dependent studies showing that the Interestingly, the decay dynamics of coherent phonons and

oscillation amplitude of even and odd contributions scales coherent maanons at the Gd surface denend on photon ener
with the spin polarization of the surface state. Thus, more . 9 P P 9y

i i 86
work is necessary to clarify this “the-chicken-or-the-egg” Itinmglgeéﬁntthévag(fﬁel\rﬂeer:?Ikcz)a\:t efto;aﬂl.e Vrgr?asuhrgrc]iotnheac:]edcag/d d
dilemma for the excitation mechanism. P (p )

(magnon) fields as a function of photon energy. The coherent
. surface phonon decay time decreases while the coherent
8.2. Frequency Chirp of Coherent Phonons magnon decay time increases with an increase of the photon
In addition to coherent surface phonons, coherent bulk energy. The effect was interpreted by considering different
phonons in Gd films have also been studied by puimmbe decay mechanisms for each component. The decay of
measurements with the same configuration but probing the coherent surface phonons is due to electrphonon scat-
linear reflectivity of 800-nm probe pulsé¥. From this tering, with the scattering rate increasing with the deposited
measurement, thes™ coherent phonon mode was identified. energy in the surface states. The resonant transition from
Since thel's* asymmetric mode is not expected to be excited the bulk minority spin state to the unoccupied surface state
by the DECP mechanism (see Section 3.5), it was suggesteds enhanced as the photon energy is increased. This results
that the excitation of the bulk coherent phonon originates in higher electron energy in the surface states, which
from coupling of surface coherent phonons to deeper layers.decreases the decay time. On the other hand, this increased
The center frequencies of the surface and bulk phononspopulation of the minority surface state by irradiation with
averaged in the time spar= 0—3 ps are 2.9 THz (97 cm) higher energy photons reduces the magnon decay rate
and 3.3 THz (110 cm), respectively. Both the surface- and because the magnon scattering is due to phonon-assisted spin-
bulk-phonon frequencies convergetat 2 ps to a value in  flip transitions whose probability is proportional to the
good agreement with theoretical predictions forllge-mode population difference of the exchange-split surface states.
of Gd®! Thus, the transient frequency of the bulk mode  The frequencies of the coherent components also depend
shows a redshift, while that of the surface mode shows a on photon energy. Both the phonon and magnon frequencies
blue shift as the delay time increases. show a tendency toward higher frequencies beyond 1.60 eV.
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As the photon energy is increased, strong pumping of R PP
electrons into the minority surface state occurs, leading to
less redistribution of charge at the surface. The smaller
modification of the surface ion potential gives a smaller
phonon amplitude, which results in higher frequencies.

4 — 30.0cyles i
- 30,5 cyles

9. Control of Coherent Motion of Adsorbates

In the previous sections, we described the excitation of
coherent vibrations and phonons at surfaces and how these
coherent oscillations are dephased by various interactions.
Since these motions are coherent in nature, we can manipu- i
late them with sophisticated tailored laser pulses. Since the 23 24
pioneering work on coherent control of phonons in organic
solids by Nelson and co-worket%;'%various schemes have )
been proposed and tested: chirped puise excidtofff  Flre 15, Tuo ZPPE specta ar 300 and 30.5 optieal ycles
feedback-controlled pulse shapl%?gl?&m_and others. Al- subtracting the background clomponent (taken at a long delay). In-
though there have been several theoretical proposals on th%hase excitation enhances the 2PPE signal at the 83esonance
coherent control of surface dynami®g,21% experimental  and suppresses it in the wings, creating a displaced wave packet
attempts to implement them have been scarce. on the excited-state potential energy surface, while out-of-phase

One way to realize the manipulation of coherent motions excitation has the opposite effect, creating a displaced wave packet
is h locked pul A femt d 152" the ground state. Reprinted with permission from ref 13.
IS 10 US€ phase-locked pulses. A Temlosecond-pump PUlS&cqpyright 2000 American Chemical Society.

2PP difference amplitude

ARAAE AARAJ RRAAS AR TYYTYTTYT -
25 268 27 28 28 30
Intermediate state energy (eV)

resonant with an electronic transition creates an electronic
coherent polarization. Before the coherent polarization
dephases completely, a pulse whose optical phase is locke
to the pump pulse can interfere with the induced coherent
polarization constructively or deconstructively, depending on
the relative phase. This manipulation scheme is effective for
isolated molecules in the gas pha&ajnce the electronic

re manifest in 2PPE spectra using phase-locked pulse pairs

nd chirped pulses.

First, 2PPE spectra of the SS A resonance were taken
as a function of the delay between two excitation pulses
corresponding precisely to a2zt multiple of the laser
L . . oscillation period. A series of 2PPE spectra, with the
dephasing times of |solateo_l molecule_s are substantially ang'background component (the spectra at a long delay of 240
In contrast, since electronic dephasing occurs very rapidly q) o hiracted, shift to lower frequency and become narrower
at metal surfaces, applying this scheme was thought to beas the delay is increased. The redshift of the peak reflects

@fgcult. H?WE?vert,hPﬁﬁk anrc]i co-workEr@ havef suclcke?deid the energy of the nuclear wave packet on the excited potential
In demonstrating that the scheme Works even lor alkall-a Omsenergy surface with elongation of the €Gs bond, while

strongly chemisorbed on Cu(111). _ the narrowing of the spectral line is due to electronic
Another way to manipulate coherent motions at surfaces interference between the coherent polarizations.

is to use the inherent wavelike properties of coherently  Next, 2PPE spectra were taken with frequency-chirped

excited nuclear motions, which can interfere constructively pylses. The energy and intensity of the resonance peak

and deconstructively, depending on their initial phase rela- depend on the direction of the chirp and the rate of frequency

tions. Here, we also describe an example of using interferencesweep. The spectra clearly show a larger peak shift and

phenomena to selectively excite a coherent surface phonorntensity for down-chirped pulses than for up-chirped pulses.

mode in Cs/Pt(111): No asymmetry with regard to the direction of chirp was
observed for a clean Cu(111) surf&€Thus, the asymmetry

9.1. Coherent Control of Nuclear Wave Packet results from changes in the surface electronic structure caused

Motions by the Cs nuclear wave packet dynamics. Since the"S8

resonance frequency decreases as the@bond increases,

Petek and co-workers have demonstrated that nuclear wavey down-chirp is induced in the electronic polarization.
packet motions of adsorbates on metal surfaces can beconsequently, down-chirped pulses exhibit more constructive
controlled by phase-locked optical pul$é8As described  nterference with the induced polarization than up-chirped
in Section 7.2, a 19-fs pump laser pulse at 400 nm createspy|ses.
the occupied surface state (SS) and the antibonding state (A)s more clearly realized in 2PPE spectra taken for delays of
of Cs on Cu(111). As shown in Figure 9, since the electronic 30 o (40.2 fs) and 30.5 (40.2 0.67 fs) optical cycles of
coherent polarization decay is slower than the laser pulse,ine |aser frequency, as shown in Figure 15. When the optical
locked pulse following the pump pulse can influence the coherent polarization, the peak is enhanced at the photon
position and momentum of the nuclear wave packet. energy of the SS~ A transition. On the other hand, for out-

When excitation of the SS> A transition occurs at the  of-phase excitation, a dip appears at the resonance energy
resonance frequency of the unexcited system, a Cs nucleaof the transition. This is because the phase-locked second
wave packet is formed on the excited-state potential energyoptical pulse destructively interferes with the coherent
surface. Since this surface is repulsive with respect to the polarization at the SS> A resonance and constructively
Cu—Cs coordinate, the wave packet starts moving toward interferes in the low- and high-energy wings. The destructive
the vacuum. Thus, the resonance frequency decreases witlinterference (stimulated reflection) at the resonance energy
increasing delay time. The nuclear wave packet dynamicscreates a displaced wave packet on the ground potential
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LR B L B L substrate distance for desorption.

9.2. Control of Surface Phonons by Multiple
Laser Pulses

9.2.1. Simultaneous Excitation of Coherent Surface
Phonons on Alkali-Atom-Covered Metal Surfaces

In Section 7.3, coherent vibration of the stretching mode
of alkali atoms on metal surfaces is described. The coherent
vibration is generated by resonant excitation in the metallic
guantum well. This electronic excitation not only generates
coherent stretching vibration of alkali-atoms but also surface
phonon modes.

The coverage dependence of TRSHG traces has been
studied in detail for Cs/Pt(112)Figure 16 shows typical
TRSHG traces and their Fourier transformed spectra taken
with a single pulse excitation of nearly transform-limited
pulses at two different Cs coverage8:= 0.26 and 0.33
ML. In the Fourier transformed spectra, in addition to the
main peak at 2.3 THz (77 cm) of the Cs-Pt stretching
mode, another peak at2.8 THz (93 cn?) THz is clearly

observed. Thus, the TRSHG traces cannot be fitted by a
1 2 F 3 4 TIf 6 7 single underdamped oscillating component. Based on a fit
requency (THz) by LPSVD?"?'?the oscillatory part int > 250 fs is well
'(:blgllllzrg %‘2} t(?a?nzﬁ)?nqSdtrice:rtgkggtrgogt] g:'ggvgrfaedeztg%)lg gg?] expressed by a linear combination of underdamped oscilla-
uri W Vi . A t/T1 . :
0.36 ML. In addition to tﬁe mainppeak at 2.3 THz dl?e to the-Cs dtc:’;’l%'t?r exgﬁt itﬁ')f%%%"&: C(g'z]' l'): : rdtécég]mc O(;/Se erzgi?lfc,) ttf\:\?o
Pt stretching mode, another peak appears at the higher frequenC)fJ y p. . p
side due to a surface phonon mode. components: the CsPt stretching mode and the Pt surface
phonons modes (Rayleigh modes) with frequencies of 2.3
NN and 2.7 THz (77 and 90 cr¥) at® = 0.26 ML, respectively,
CsPt(111) 033 ML (a) | and slightly shifted to 2.4 and 2.9 THz (80 and 97 ¢jrat
i 6 = 0.33 ML. Cs adsorbates form the £22) superstructure
2.9 THz at® = 0.26 ML and the {/3 x +/3)R30° superstructure at
pulse train 1 0 = 0.33 ML, as in the case of K/Pt(1%1j described in
Section 7.1. Because of the adsorbate superstructures at the
S corresponding coverage, the Rayleigh modes at the surface
) 4 6 Brillouin zone boundaries of a clean platinum surface are
Delay time (ps) folded onto thel” point and become optically active.

'lllllllllllllllll'

A SH (arb. units)

Fourier amplitude (arb. units)

A SH (arb. units)

9.2.2. Selective Excitation by Tailored Pulses

Watanabe et df have demonstrated that a coherent mode
can be selectively excited by using tailored femtosecond-
pulse trains. The pulse trains are synthesized by a pulse
shaper consisting of a liquid-crystal spatial light modulator,
a pair of gratings, and cylindrical lenses in facbnfigura-
tion.?1* A periodic pattern of phase retardation with a period
OoF was implemented in the liquid crystal array of the
modulator that generates the pulse train with a periodda¥.1/

Single pulse

Fourier amplitude (arb. units)

- 2.9 THz { Pt surface Fhinary phase-only filters, called Dammann gratif§s;*for
" bulse train N e pulse-train generation produce flat-topped pulse trains
P , o with temporal cutoff edges. The filter pattern of the Dam-
1 5 — 3 ' 4 mann gratings for the number of pulsgs !napulse.tNahq
Frequency (THz) 5 or 7 were used based on the prescription given in ref 216.

Figure 17. (a) Solid line: TRSHG trace of 0.33 ML Cs on Pt- TRSHG. traces were takep f°.r 0.33 ML Cs Covef‘?d Pt-
(111) for 2.9-THz repetition rate pulse-train excitation. Dashed (111) excited by a pulse-train with = 7 and a repetition
curve: cross-correlation trace of pulse train with a nearly transform- rate tuned from 2.0 to 2.9 THz. Figure 17a shows a TRSHG
limited pulse. (b) Fourier amplitude spectra of oscillatory compo- trace obtained by a pulse-train with repetition rate 2.9 THz
nents in TRSHG traces from the same surface. Top trace: singleas an example. The dashed line is a cross-correlation trace
pulse excitation. Middle trace: pulse-train excitation with a of the pulse-train with a nearly transform-limited pulse.
repetition rate of 2.3 THz. Bottom trace: pulse train excitation with According to a theoretical analysis of multiple pulse excita-
a repetition rate of 2.9 THz. tion by Yan and Mukamet’ the electric field of an ultrashort
energy surface. These findings indicate that it is possible to pulse train acts as a frequency-domain filter with the power
devise optical fields to drive multiple transitions between spectrum of the pump field. This is clearly shown in Figure
two potential energy surfaces so as to elongate the Cs-17b. For a pulse train with a 2.3-THz repetition rate, the
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Fourier spectrum of the TRSHG trace shows a strong peakof electrons and phonons at surfaces. Thus, the dephasing
at the same frequency as that of the pulse train envelope.dynamics should be further studied on metal and semicon-
However, as the repetition rate is increased to 2.9 THz, the ductor surfaces using the available tools such as TRSHG,
peak intensity at 2.3 THz decreases while that of the higher TRSFG, and ITR-2PPE.

frequency component of the Rayleigh phonon mode in-
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